
1.  Introduction
Arctic sea ice is already observed to be rapidly declining (Comiso & Parkinson, 2004; Nghiem et al., 2007; Notz 
& Stroeve, 2016; Stroeve & Notz, 2018; Stroeve et al., 2008), sparking concerns over the possibility of a “tipping 
point” in sea ice loss in the future as anthropogenic warming continues. Such a tipping point—defined as an 
abrupt fall in total sea ice at some threshold value of CO2—could be caused by a transition from a CO2 range 
that supports multiple steady-state values of sea ice to one that supports only one steady-state. This transition 
(mathematically referred to as a “bifurcation,” see Ghil & Childress, 1987; Strogatz, 1994) would also imply 
irreversibility of sea ice loss, meaning that CO2 concentrations would have to decrease below the value at which 
sea ice collapsed to recover the sea ice cover. This scenario has severe policy implications, and as such, a large 
body of literature has emerged seeking to establish whether bi-stability in Arctic sea ice (multiple steady-states 
for the same CO2 forcing) exists.

Abstract  Arctic sea-ice loss is influenced by multiple positive feedbacks, sparking concerns of accelerated 
loss in the coming years or even a tipping point, where a sea-ice equilibrium disappears at a given CO2 value 
and sea ice rapidly evolves to a new steady state. Such a tipping point would imply a bi-stability of the Arctic 
climate—where multiple steady-state Arctic climates are possible at the same CO2 value. Previous works 
have sought to establish the existence of bi-stability using a range of models, from zero-dimensional sea ice 
thermodynamic models to fully coupled global climate models, with conflicting results. Here, we present a 
new model of the Arctic that includes both sea-ice thermodynamics and key atmospheric feedbacks in a simple 
framework. We exploit the model's simplicity to identify physical mechanisms that control the timing and 
extent of sea-ice bi-stability, and the abruptness of ice loss. We show that longwave radiation feedbacks can 
have a strong influence on Arctic surface climate from atmospheric temperature increases alone, even without 
major contributions from clear-sky moisture or convective clouds suggested previously. While winter sea-ice 
bi-stability is robust to changes in uncertain model parameters in this study, summer sea ice is more sensitive. 
Finally, our model indicates that positive feedbacks may modulate the CO2 threshold of sea-ice loss and the 
width of bi-stability much more strongly than the abruptness of loss. These results lead to a comprehensive 
understanding of the conditions that favor Arctic sea-ice bi-stability, particularly the role of atmospheric 
feedbacks, in both future and past climates.

Plain Language Summary  Arctic sea ice is declining rapidly under global warming, threatening 
high-latitude communities and ecologies. Some mechanisms may cause this sea ice loss to accelerate, leading 
to concerns about the possibility of a sea ice “tipping point,” in which ice is lost very abruptly and irreversibly 
at a threshold value of CO2. Previous works have used a range of tools, from simple sea ice thermodynamic 
models to state-of-the-art global climate models, to identify whether such a tipping point exists and have found 
conflicting results. In this work, we present a novel model of the Arctic climate that combines a thermodynamic 
model of sea ice with atmospheric feedbacks in a simple framework. We run this model across large ranges 
of climatic conditions to broadly identify the conditions that favor a sea ice tipping point. In addition, we 
isolate the mechanisms that are key to setting the timing and abruptness of complete sea ice loss, separating 
the contributions of different atmospheric feedbacks that have previously been unexplored. We find that both 
summer and winter sea ice tipping points are possible and that the responsible atmospheric mechanisms are 
different than those that have been suggested previously.
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Previous studies have used a variety of different modeling tools to answer the question of Arctic bi-stability 
and have found different, often conflicting results. Simple thermodynamic models of sea ice that include the 
ice-albedo feedback and ice-thickness growth feedback but exclude dynamic atmospheric feedbacks and processes 
find no or limited bi-stability in summer sea ice (i.e., no bifurcation/tipping point when transitioning from peren-
nial to seasonal sea ice cover), but do find a small CO2 range of bi-stability in winter sea ice (i.e., a tipping 
point in the transition from seasonal ice cover to ice-free conditions, Abbot et al., 2011; Eisenman, 2007, 2012; 
Eisenman & Wettlaufer, 2009; Notz, 2009). When such a sea ice model is coupled to an energy balance atmos-
pheric model with a resolved latitudinal dimension, meridional heat diffusion destroys the sea-ice bi-stability 
(Wagner & Eisenman, 2015). On the other hand, in an atmospheric column model that includes sea ice and real-
istic atmospheric feedbacks, the winter sea-ice bifurcation re-emerges and is associated with bi-stability between 
a convecting and non-convecting atmospheric state (Abbot & Tziperman, 2008). In fully coupled global climate 
models (GCMs) the picture becomes even less clear. In GCMs run under the RCP8.5 Scenario in CMIP5, three of 
the seven models that lose their winter sea ice by the end of the simulations show an abrupt loss of winter sea ice 
(Hankel & Tziperman, 2021; Hezel et al., 2014) that is characteristic of, but not exclusively explained by, a bifur-
cation and the associated sea ice bi-stability. Holland et al. (2006) identified possible abrupt jumps in summer 
sea ice, but Holland et al.  (2008) concluded this was likely not related to a tipping point. On the other hand, 
Ferreira et al. (2011) found bi-stability between ice-free and perenially ice-covered conditions in an intermediate 
complexity GCM. Moreover, other studies that have directly tried to test for bi-stability in GCMs by running 
hysteresis experiments (Armour et al., 2011; Li et al., 2013; Ridley et al., 2012) have been unable to conclusively 
identify or rule out the existence of sea ice bi-stability because it is computationally infeasible to simulate the sea 
ice steady-state at many different CO2 values in such models.

Additionally, there has been some debate over what sets the abruptness of Arctic sea ice loss, particularly with 
respect to the loss of winter (seasonal) sea ice. While a bifurcation in the sea ice steady state necessarily implies 
an extremely abrupt loss of ice, it is not the only plausible cause of abruptness (Lenton, 2012). Some studies 
(e.g., Bathiany et al., 2016) suggest the freezing point of seawater creates a natural threshold that is sufficient for 
abrupt sea ice loss, while others (Hankel & Tziperman, 2021) show that local positive feedback mechanisms set 
the range of abruptness in sea ice loss across GCMs. It is thus unclear what the relative importance of different 
mechanisms is in contributing to abrupt sea ice loss, leading to uncertainty in understanding the physical and 
mathematical mechanisms behind climate model predictions of future ice loss.

Given that the previous literature on Arctic bi-stability has used many different models with different compo-
nents, parameter choices, and assumptions, it is hard to pinpoint what physical mechanisms and modeling choices 
favor/destroy Arctic bi-stability and thus hard to reconcile the range of results. We, therefore, identify a need to 
study Arctic climate bi-stability under many different conditions within the same model to build a more general 
and robust understanding of what controls Arctic bi-stability and the abruptness of Arctic sea ice loss. This will 
not only allow us to re-interpret some of this past work in a clear, unified framework but will also provide a 
comprehensive assessment of the key local mechanisms that influence Arctic climate transitions and their relative 
importance.

The motivation for this study is twofold. First, a mechanistic understanding of the factors controlling the abrupt-
ness of sea ice loss with future anthropogenic warming will help us better interpret the large intermodel spread 
of sea ice predictions made by GCMs. Second, a general understanding of the climatic conditions that influence 
Arctic bi-stability will shed light on past climates. In particular, the climate during the warm period of the Eocene 
was very different from today, including potentially different ocean stratification and heat transport, and differ-
ent natural aerosols, which could influence cloud feedbacks. All of these factors could alter the nature of Arctic 
bi-stability. Given that the Eocene had a warm initial condition (in the sense that it was cooling down from a 
much hotter Cretaceous), investigating how these factors influence Arctic bi-stability may aid the understanding 
of the relationship between climate, sea ice, and CO2 during this period. We do not explore the effect of possible 
time-dependent CO2 fluctuations during the period, as might have occurred during the Paleocene-Eocene thermal 
maximum, for example.

To achieve these goals, we use a novel model of sea ice—the first box model to include both sea ice and explicit 
atmospheric radiation feedbacks in a simple framework—which allows us to explore the modeling choices, 
boundary conditions, and physical mechanisms that cause the Arctic to exhibit bi-stability for a given CO2 
concentration. The model consists of a simple sea ice thermodynamic model (similar to that of Eisenman (2007) 
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and Eisenman and Wettlaufer (2009)) coupled to a two-layer atmosphere that has parameterizations of convec-
tion, longwave radiative cloud and clear-sky effects, and air-sea heat exchanges. This is a key addition compared 
to energy balance models that typically include an atmosphere assumed to be in radiative equilibrium with the 
surface, and in which the parameterized longwave feedback parameter is prescribed. Thus, our model contains 
representations of most of the key atmospheric feedbacks that have been proposed to influence sea ice loss and 
retains the computational efficiency and interpretability afforded by a box model. Importantly, it also allows us to 
directly manipulate atmospheric processes (through mechanism denial experiments, and modifying parameteri-
zations) in ways that are not feasible in a GCM or even in an atmospheric column model.

We first use this model to exhaustively sweep broad ranges of parameters that are not well-constrained in past 
and future warm climates and which have not been explored together in previous studies (including CO2, cloud 
emissivity, ocean mixed-layer depth, meridional ocean heat transport). Next, we perform mechanism denial 
experiments (e.g., suppressing the surface albedo feedback (SAF), turning off different aspects of the long-
wave feedbacks) to reveal what mechanisms modulate the abruptness and CO2 threshold for sea ice loss in the 
present-day climate.

We find that in every scenario, the SAF seems to be necessary for any bi-stability; the convective cloud feedback 
and clear-sky longwave feedbacks cannot introduce bi-stability on their own. However, we find that a subset of 
our model parameters, while unable to produce bi-stability without the SAF, can significantly widen or shift the 
range of CO2 values for which there is bi-stability. In particular, we find that longwave feedbacks significantly 
shift the CO2 value at which sea ice is lost and do so mostly through changes in tropospheric temperature, 
rather than through convective clouds or water vapor feedbacks as has been suggested previously (Abbot & 
Tziperman, 2008; Abbot et al., 2009). This suggests that developing an understanding of these parameters and 
mechanisms in a future climate is crucial for predicting abrupt transitions in Arctic sea ice cover.

In mechanism denial experiments, we find that sea ice loss can still be somewhat abrupt even when no bi-stability 
and bifurcation occur. Generally, we see that local positive feedback mechanisms have a much greater influence 
on the CO2 threshold of sea ice loss than on the abruptness of such loss. This means evaluating the strength of 
these feedbacks in the present-day climate is key for predicting the CO2 threshold at which the Arctic is ice-free: 
a prediction that still exhibits significant intermodel spread in GCMs.

2.  Methods
In this section, we describe the ice-ocean-atmosphere model we use. There are eight prognostic variables in the 
system: ocean mixed layer temperature (To), sea ice volume (V), sea ice fraction (fSI), sea ice surface tempera-
ture (TSI), atmospheric boundary layer temperature (Tb), atmospheric boundary layer moisture (qb), tropospheric 
temperature (Ta), and tropospheric moisture (qa). The model represents one grid box in the Arctic with an area of 
1 km by 1 km, though our results do not depend on the chosen grid box size.

2.1.  Oceanic and Atmospheric Temperature Equations

The rate of change of the temperature of the tropospheric layer, Ta, is a function of (from left to right in Equa-
tion 1): longwave upwelling from the surface, latent heat from water vapor condensing into precipitation, radia-
tive cooling of the layer, convective heat flux from the boundary layer, heat transport from the midlatitudes, and 
large-scale subsidence,

𝑑𝑑𝑑𝑑𝑎𝑎

𝑑𝑑𝑑𝑑
=

𝑔𝑔

Δ𝑝𝑝𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑎𝑎𝑎𝑎𝑎𝑎𝑝𝑝

[

𝜖𝜖(1 − 𝑓𝑓𝑆𝑆𝑆𝑆 )𝜎𝜎𝜎𝜎
4
𝑜𝑜 + 𝜖𝜖𝜖𝜖𝑆𝑆𝑆𝑆𝜎𝜎𝜎𝜎

4

𝑆𝑆𝑆𝑆
+ 𝜌𝜌𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝐿𝐿𝑒𝑒𝑃𝑃𝑎𝑎 − 2𝜖𝜖𝜖𝜖𝜖𝜖 4

𝑎𝑎

]

+
Δ𝑝𝑝𝐵𝐵𝐵𝐵

Δ𝑝𝑝𝐴𝐴𝐴𝐴𝐴𝐴
𝐹𝐹𝑐𝑐𝑐𝑐𝑐 +

𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑇𝑇𝑎𝑎

𝜏𝜏𝑎𝑎
+ 𝑆𝑆𝑆

� (1)

Here, S is a prescribed temperature tendency due to subsidence, Tmid,a is the tropospheric temperature of the 
midlatitudes, Fc,a is a convective heat flux, Pa is the rate of precipitation from the atmospheric layer in meters 
per second, and 𝐴𝐴 𝐴𝐴  is the emissivity of the atmosphere, given in Equation (4). We neglect shortwave absorption 
by the atmosphere for simplicity and because we expect its effect on the feedback processes studied here to be 
negligible. In particular, (Hankel & Tziperman, 2021) found that shortwave absorption by the atmosphere can act 
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as a negative feedback on the surface Arctic climate due to enhanced SW absorption by water vapor in a warmer 
climate, but this feedback was very small compared to negative feedbacks from surface turbulent heat fluxes and 
longwave feedbacks. All other physical and modeling parameters in the above equation and their default values 
can be found in Tables S1–S4 of the Supporting Information S1. Precipitation occurs when the tropospheric 
relative humidity passes a fixed threshold, and is defined in Section 2.2. Fc,a, the convective heat flux into the 
atmospheric layer, is nonzero only when a raised boundary layer parcel is buoyant compared to the tropospheric 
layer. The convective heat flux is given by,

𝐹𝐹𝑐𝑐𝑐𝑐𝑐 =

⎧

⎪

⎨

⎪

⎩

(𝑇𝑇𝑝𝑝 − 𝑇𝑇𝑎𝑎)∕𝜏𝜏𝑐𝑐 𝑇𝑇𝑝𝑝 > 𝑇𝑇𝑎𝑎,

0 otherwise,
� (2)

where Tp is the temperature of a boundary layer parcel after being lifted to the tropospheric level, and τc is a 
convective mixing timescale. This parcel temperature is obtained by solving the following the moist static energy 
conservation equation,

𝑀𝑀𝑀𝑀𝑀𝑀𝑏𝑏 = 𝑐𝑐𝑝𝑝𝑇𝑇𝑏𝑏 + 𝑔𝑔𝑔𝑔𝑏𝑏 + 𝐿𝐿𝑒𝑒𝑞𝑞𝑏𝑏

= 𝑐𝑐𝑝𝑝𝑇𝑇𝑝𝑝 + 𝑔𝑔𝑔𝑔𝑎𝑎 + 𝐿𝐿𝑒𝑒 min(𝑞𝑞𝑏𝑏, 𝑞𝑞𝑠𝑠(𝑇𝑇𝑝𝑝))

= 𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝,

�

where all a subscripts correspond to the atmospheric (troposphere) layer and all b subscripts correspond to the 
atmospheric boundary layer. The timescale τc depends on the efficiency of convection and is given by,

𝜏𝜏𝑐𝑐 =

[

Δ𝑇𝑇

𝑇𝑇𝑝𝑝 − 𝑇𝑇𝑎𝑎

]

𝜏𝜏𝑀𝑀,� (3)

where ΔT is a reference temperature difference between the parcel and the atmosphere, set to 10 K, and τM is a 
reference convective mixing timescale, set to 3 hr (see Table S2 in Supporting Information S1).

The emissivity of the atmosphere, ϵ, is a function of CO2, water vapor concentration, and longwave forcing due 
to convective clouds, given by,

𝜖𝜖 = 𝜖𝜖0 + 0.041 × log2(CO2∕280 ppm) + 0.072 × max
(

0, log2(𝑞𝑞𝑎𝑎∕𝑞𝑞0)
)

+ Δ𝜖𝜖𝑐𝑐𝑐𝑐𝑐𝑐 ,� (4)

where Δϵcld, the change in emissivity due to clouds, is defined below in Section 2.4 (Tziperman, 2022).

The rate of change of the temperature of the surface atmospheric boundary layer (Tb) is a function of sensible heat 
fluxes from the surface, latent heating from condensing precipitation, a convective heat flux, heat flux from the 
midlatitudes, and the same prescribed subsidence heating from Equation 1,

𝑑𝑑𝑑𝑑𝑏𝑏

𝑑𝑑𝑑𝑑
=

𝑔𝑔

Δ𝑝𝑝𝐵𝐵𝐵𝐵𝑐𝑐
𝑎𝑎𝑎𝑎𝑎𝑎
𝑝𝑝

[(1 − 𝑓𝑓𝑆𝑆𝑆𝑆 )(𝑇𝑇𝑜𝑜 − 𝑇𝑇𝑏𝑏)𝐶𝐶 + 𝑓𝑓𝑆𝑆𝑆𝑆 (𝑇𝑇𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑇𝑇𝑏𝑏)𝐶𝐶 + 𝜌𝜌𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝐿𝐿𝑒𝑒𝑃𝑃𝑏𝑏]

− 𝐹𝐹𝑐𝑐𝑐𝑐𝑐 +
𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑇𝑇𝑏𝑏

𝜏𝜏𝑎𝑎
+ 𝑆𝑆

� (5)

Precipitation (Pb) is defined below in Section 2.2. The convective heat flux (Fc,b, a heat flux out of the boundary 
layer when convection is active) is given by,

𝐹𝐹𝑐𝑐𝑐𝑐𝑐 =

⎧

⎪

⎨

⎪

⎩

(𝑇𝑇𝑏𝑏 − 𝜃𝜃𝑎𝑎)∕𝜏𝜏𝑐𝑐 𝑇𝑇𝑝𝑝 > 𝑇𝑇𝑎𝑎,

0 otherwise,
� (6)

where θa is the potential temperature of the atmospheric parcel brought to the level of the boundary layer. 
The constant C is a surface drag coefficient used for calculating the surface sensible heat flux. We set it to 

𝐴𝐴 𝐴𝐴 = 𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎𝜈𝜈𝐻𝐻𝑐𝑐
𝑎𝑎𝑎𝑎𝑎𝑎
𝑝𝑝 𝐶𝐶𝑤𝑤 where νH is the surface wind speed, and Cw is a transfer coefficient between the ocean 

surface and the atmosphere (see Table S2 in Supporting Information S1 and Sayag et al., 2004), following the 
ocean-atmosphere heat parameterization in the Community Atmosphere Model version 5 (the Community Earth 
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System Model guide; Neale et al., 2010). Because the atmospheric boundary layer is relatively thin (it represents 
the lower 200 hPa) and tightly coupled to the surface temperature, we ignore longwave transmission in this layer, 
as it would likely absorb and re-emit radiation from the surface at nearly the same temperature and provide no 
greenhouse effect.

The rate of change of the ocean mixed layer temperature (To) is affected by shortwave radiation directly absorbed 
by the open ocean, longwave cooling, evaporation at the surface, sensible heat exchange with the atmospheric 
boundary layer, LW downwelling radiation from the atmosphere, heat exchange with the bottom of the sea ice 
including the effects of melting and freezing, and heat transport from the warmer mid-latitudes,

𝑑𝑑𝑑𝑑𝑜𝑜

𝑑𝑑𝑑𝑑
=

1

𝐷𝐷

1

𝜌𝜌𝑜𝑜𝑐𝑐
𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤
𝑝𝑝

(1 − 𝑓𝑓𝑆𝑆𝑆𝑆 )
[

𝑆𝑆𝑆𝑆 (𝑦𝑦)(1 − 𝛼𝛼𝑎𝑎𝑎𝑎𝑎𝑎)(1 − 𝛼𝛼𝑜𝑜) − 𝜎𝜎𝜎𝜎 4
𝑜𝑜

− 𝐶𝐶𝑤𝑤𝜈𝜈𝐻𝐻𝐿𝐿𝑒𝑒𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎{𝑞𝑞𝑠𝑠(𝑇𝑇𝑜𝑜) − 𝑞𝑞𝑏𝑏} − (𝑇𝑇𝑜𝑜 − 𝑇𝑇𝑏𝑏)𝐶𝐶 + 𝜖𝜖𝜖𝜖𝜖𝜖 4
𝑎𝑎

]

+ 𝐹𝐹𝐼𝐼𝐼𝐼 +
𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑇𝑇𝑜𝑜

𝜏𝜏𝑜𝑜
.

� (7)

Here 𝐴𝐴 𝐴𝐴 is the ocean mixed layer depth, 𝐴𝐴 𝐴𝐴
𝑎𝑎𝑎𝑎𝑎𝑎

 is the atmospheric albedo, 𝐴𝐴 𝐴𝐴𝑜𝑜 is the ocean albedo, and 𝐴𝐴 𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 is the 
temperature of the midlatitude ocean. The shortwave forcing (SW) is an approximation of the seasonal cycle of 
insolation that depends on latitude (y) according to Hartmann (2015). FIO is the heat exchange between the ocean 
and sea ice (if present) given by,

𝐹𝐹𝐼𝐼𝐼𝐼 =

⎧

⎪

⎨

⎪

⎩

−(𝑇𝑇𝑜𝑜 − 𝑇𝑇𝑓𝑓 )∕𝜏𝜏𝑓𝑓 𝑇𝑇𝑜𝑜 < 𝑇𝑇𝑓𝑓 ,

−𝑓𝑓𝑆𝑆𝑆𝑆 × (𝑇𝑇𝑜𝑜 − 𝑇𝑇𝑓𝑓 )∕𝜏𝜏𝑓𝑓 otherwise.
� (8)

The above conditional means that if the ocean temperature is below freezing it will warm back to freezing as sea 
ice forms, and if it is above freezing it will be cooled by the ice above it in proportion to how much ice is present.

The saturation specific humidity (qs(T)), used to determine surface evaporation in Equation 7 above and in the 
moisture equations later, is given by the Clausius Clapeyron relation (Emanuel, 1994),

𝑞𝑞𝑠𝑠(𝑇𝑇 ) = 2(.622𝑒𝑒𝑠𝑠∕𝑝𝑝𝑜𝑜)𝑒𝑒
−𝐿𝐿𝑒𝑒∕(𝑅𝑅𝜈𝜈𝑇𝑇 ).� (9)

2.2.  Moisture Equations

The rate of change of the specific humidity of the tropospheric layer, qa, is determined by a moisture flux due to 
convection, precipitation that removes moisture, and a moisture flux from the mid-latitudes,

𝑑𝑑𝑑𝑑𝑎𝑎

𝑑𝑑𝑑𝑑
=

Δ𝑝𝑝𝐵𝐵𝐵𝐵

Δ𝑝𝑝𝐴𝐴𝐴𝐴𝐴𝐴
𝑄𝑄𝑐𝑐𝑐𝑐𝑐 −

𝑔𝑔

Δ𝑝𝑝𝐴𝐴𝐴𝐴𝐴𝐴
𝑃𝑃𝑎𝑎𝜌𝜌𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 +

𝑞𝑞𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑞𝑞𝑎𝑎

𝜏𝜏𝑎𝑎
.� (10)

The midlatitude moisture flux above is a function of the midlatitude temperature while assuming a fixed relative 
humidity of the midlatitudes and is given by qmid,a = RHatm × qs(Tmid,a). The precipitation rate is given by,

𝑃𝑃𝑎𝑎 =

⎧

⎪

⎨

⎪

⎩

1

𝜏𝜏𝑃𝑃

Δ𝑝𝑝𝐴𝐴𝐴𝐴𝐴𝐴

𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤

[𝑞𝑞𝑎𝑎 −𝑅𝑅𝑅𝑅𝑠𝑠(𝑇𝑇𝑎𝑎)] 𝑞𝑞𝑎𝑎 > 𝑅𝑅𝑅𝑅𝑠𝑠(𝑇𝑇𝑎𝑎),

0 otherwise.

� (11)

Here, 𝐴𝐴 𝐴𝐴 is the relative humidity threshold that triggers precipitation, and Qc,a, the convective moisture flux, is 
defined similarly to the convective heat flux as follows,

𝑄𝑄𝑐𝑐𝑐𝑐𝑐 =

⎧

⎪

⎨

⎪

⎩

(𝑞𝑞𝑝𝑝 − 𝑞𝑞𝑎𝑎)∕𝜏𝜏𝑐𝑐 𝑇𝑇𝑝𝑝 > 𝑇𝑇𝑎𝑎

0 otherwise,

� (12)

where qp = min(qb, qs(Tp)) is the specific humidity of the convecting parcel coming from the boundary layer, 
which may or may not be saturated.
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The rate of change of the specific humidity of the boundary layer is determined by evaporation and precipitation 
close to the surface, convective moisture transport upward, and moisture transport from the mid-latitudes,

𝑑𝑑𝑑𝑑𝑏𝑏

𝑑𝑑𝑑𝑑
=

𝑔𝑔

Δ𝑝𝑝𝐵𝐵𝐵𝐵
[𝐶𝐶𝑤𝑤𝜈𝜈𝐻𝐻𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎{𝑞𝑞𝑠𝑠(𝑇𝑇𝑜𝑜) − 𝑞𝑞𝑏𝑏}(1 − 𝑓𝑓𝑆𝑆𝑆𝑆 ) − 𝑃𝑃𝑏𝑏𝜌𝜌𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤] −𝑄𝑄𝑐𝑐𝑐𝑐𝑐 +

𝑞𝑞𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑞𝑞𝑏𝑏

𝜏𝜏𝑎𝑎
,� (13)

where qmid,BL is defined similarly to qmid,a above, and Pb is the precipitation rate in the boundary layer, similarly 
defined as the rate in the atmosphere as,

𝑃𝑃𝑏𝑏 =

⎧

⎪

⎨

⎪

⎩

1

𝜏𝜏𝑃𝑃

Δ𝑝𝑝𝐵𝐵𝐵𝐵

𝑔𝑔𝑔𝑔𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤

[𝑞𝑞𝑏𝑏 −𝑅𝑅𝑅𝑅𝑠𝑠(𝑇𝑇𝑏𝑏)] 𝑞𝑞𝑏𝑏 > 𝑅𝑅𝑅𝑅𝑠𝑠(𝑇𝑇𝑏𝑏),

0 otherwise.

� (14)

The convective moisture flux out of the boundary layer is not necessarily equal to the flux into the tropospheric 
layer due to condensation, and is defined similarly to that in the tropospheric layer as,

𝑄𝑄𝑐𝑐𝑐𝑐𝑐 =

⎧

⎪

⎨

⎪

⎩

(𝑞𝑞𝑏𝑏 − 𝑞𝑞𝑎𝑎)∕𝜏𝜏𝑐𝑐 𝑇𝑇𝑝𝑝 > 𝑇𝑇𝑎𝑎,

0 otherwise.

� (15)

2.3.  Sea Ice Equations

There are three prognostic sea ice variables: total volume (V), ice area fraction (fSI), and the temperature of the 
surface of the sea ice (TSI). If TSI is above freezing and the total net surface flux (described below) into the ice is 
positive, then the ice can both melt at the surface and at the ice-ocean interface. Otherwise, ice only grows/melts 
according to the energy balance at the bottom of the ice. These two cases are treated separately in the equations 
provided below. The net sea ice surface flux (positive downward) is,

𝐹𝐹𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑆𝑆𝑆𝑆 (𝑦𝑦)(1 − 𝛼𝛼𝑎𝑎𝑎𝑎𝑎𝑎)(1 − 𝛼𝛼𝑖𝑖𝑖𝑖𝑖𝑖) + 𝜎𝜎𝜎𝜎𝜎𝜎 4
𝑎𝑎 − 𝜎𝜎𝜎𝜎 4 + (𝑇𝑇𝑏𝑏 − 𝑇𝑇𝑆𝑆𝑆𝑆 )𝐶𝐶𝐶� (16)

where the terms represent solar radiation absorbed by the ice, longwave downwelling radiation from the atmos-
phere, longwave cooling by the ice, and sensible heat exchange with the atmospheric boundary layer, respectively. 
Thus if TSI ≥ 0 and Fsfc > 0, the ice volume and temperature evolve according to,

𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑
=
(

𝑐𝑐𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤
𝑝𝑝 𝜌𝜌𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝐷𝐷Δ𝑥𝑥Δ𝑦𝑦𝑦𝑦𝐼𝐼𝐼𝐼 − 𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖(𝑆𝑆𝑆𝑆 (𝑦𝑦) (1 − 𝛼𝛼𝑎𝑎𝑎𝑎𝑎𝑎)(1 − 𝛼𝛼𝑚𝑚𝑚𝑚) + 𝜎𝜎𝜎𝜎𝜎𝜎 4

𝑎𝑎

−𝜎𝜎𝜎𝜎 4 + (𝑇𝑇𝑏𝑏 − 𝑇𝑇𝑆𝑆𝑆𝑆 )𝐶𝐶
)) 1

𝐿𝐿𝑓𝑓𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖
,

� (17)

𝑑𝑑𝑑𝑑𝑆𝑆𝑆𝑆

𝑑𝑑𝑑𝑑
= 0,� (18)

where Aice is the ice area calculated as the ice fraction times the size of the horizontal model domain, and all 
other constants are given in Table S4 of the Supporting Information S1. In Equations 17 and 18, all surface 
heating goes into melting ice while the ice surface temperature stays at the melting point. The first term of 
Equation 17 is the ice-ocean heat exchange at the bottom of the ice defined in Section 2.1, and the rest of the 
terms are as in Equation 16 for Fsfc except the surface albedo of the ice is modified to a melt pond albedo value 
(αmp).

In the other case, when the surface melting condition is not met, ice volume changes are dictated only by the 
heat budget at the bottom of the ice, determined as a balance between ice-ocean heat exchanges and vertical heat 
conduction through the ice, and the ice surface temperature evolves due to heat conduction through the ice and 
surface heat fluxes.

𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑
=

(

𝑐𝑐𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤
𝑝𝑝 𝜌𝜌𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝐷𝐷Δ𝑥𝑥Δ𝑦𝑦𝑦𝑦𝐼𝐼𝐼𝐼 − 𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖

𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝 𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖𝜅𝜅(𝑇𝑇𝑆𝑆𝑆𝑆 − 𝑇𝑇𝑓𝑓 )

𝐻𝐻𝑖𝑖𝑖𝑖𝑖𝑖

)

1

𝐿𝐿𝑓𝑓𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖
,� (19)
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𝑑𝑑𝑑𝑑𝑆𝑆𝑆𝑆

𝑑𝑑𝑑𝑑
=

(

−𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝 𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖𝜅𝜅(𝑇𝑇𝑆𝑆𝑆𝑆 − 𝑇𝑇𝑓𝑓 )

𝐻𝐻𝑖𝑖𝑖𝑖𝑖𝑖

+ 𝐹𝐹𝑠𝑠𝑠𝑠𝑠𝑠

)

1

ℎ𝑠𝑠𝑠𝑠𝑠𝑠𝑐𝑐
𝑖𝑖𝑖𝑖𝑖𝑖
𝑝𝑝 𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖

,� (20)

where 𝐴𝐴 𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖 is the ice thickness (volume divided by area), and hsfc = 10 cm is the depth of ice near the surface 
whose temperature responds to surface fluxes according to Equation 20. Finally, ice fraction evolves accord-
ing to Eisenman  (2007), with all new ice growth being given a characteristic small thickness (Hmin) that 
contributes to entirely to lateral ice growth. Ice volume loss contributes to ice area loss through a different 
proportionality constant that approximately reproduces the observed thickness distribution (Hibler,  1979). 
The equations are,

𝑑𝑑𝑑𝑑𝑆𝑆𝑆𝑆

𝑑𝑑𝑑𝑑
=

⎧

⎪

⎨

⎪

⎩

𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑

1

𝐻𝐻minΔ𝑥𝑥Δ𝑦𝑦
if

𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑
> 0,

𝑓𝑓𝑆𝑆𝑆𝑆

2𝑉𝑉

𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑
otherwise.

� (21)

If dV/dt is positive and fSI has already reached its maximum value of 1, then dfSI/dt is set to zero, and the volume 
growth leads to a thickening of the ice only.

2.4.  Clouds

Low clouds are not parameterized directly, and thus we cannot study the influence of shortwave cloud feed-
backs on Arctic bi-stability. Low clouds have been proposed as a possible negative feedback on Arctic climate, 
whereby summer sea ice loss could fuel enhanced low cloud cover in the summer, which would reduce total 
insolation reaching the surface and reduce further sea ice loss directly and by through damping the strength of 
the SAF (Kay et al., 2016). However, many studies have found this proposed summertime negative shortwave 
cloud feedback to be nonexistent or relatively small both in GCMs (Kay et al., 2012; Morrison et al., 2019) and 
in observations (Kay & Gettelman, 2009; Kay et al., 2016). We still explore the effect that low clouds might 
have on the model results by modifying the atmospheric SW albedo, denoted as αatm (see Table S2 in Supporting 
Information S1).

The effect of high convective clouds on LW emissivity is set to be a function of the convective moisture flux 
(Qc,b) and is calculated as,

Δ𝜖𝜖𝑐𝑐𝑐𝑐𝑐𝑐 = Δ𝜖𝜖0 max

(

1,
𝑄𝑄𝑐𝑐𝑐𝑐𝑐

Δ𝑄𝑄

)

,� (22)

where Δϵ0 and ΔQ are parameters representing the maximum LW effect of clouds and the typical convective 
moisture flux scale, set to Δϵ0 = 0.2 and ΔQ = 0.0002/τc g/kg.

Finally, in addition to affecting the emissivity of the atmosphere, CO2 also affects the modeled climate through an 
increase to all midlatitude temperatures (ocean mixed layer, atmospheric boundary layer, and tropospheric layer) 
by a prescribed amount per each doubling of CO2 (see Table S2 in Supporting Information S1). The model is 
implemented in Python 3.7; details of the numerical integrations to a seasonal steady-state climate can be found 
in Supporting Information S1.

2.5.  Experimental Design

In the following subsections, we outline the different types of experiments we run using our coupled model.

2.5.1.  1D Parameter Sweeps

In order to provide a preliminary assessment of the model's sensitivity to different parameters, we perform “1D” 
parameter sweeps by running the model with many values of one parameter while keeping all other parameters 
at their default value. Every parameter combination is run in six different conditions: with CO2 values of 280, 
460, and 560 ppm, and with a cold (ice-covered) and warm (ice-free) initial condition to test for the existence of 
bi-stability. In every case, we run the model until a steady state is reached as described in Supporting Informa-
tion S1, and use the final year of the integrations to analyze the seasonal cycles of all state variables and diagnos-
tic quantities in the Results.
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2.5.2.  2D Parameter Sweeps

From the results of all 1D parameter sweeps (see Tables S2–S4 in Supporting Information  S1), we identify 
a much smaller subset of parameters to which the model steady-state is significantly sensitive. We then run 
“2D” parameter sweeps, varying the given parameter and CO2 concentration together. We record the steady-state 
seasonal cycle of all the simulations, categorizing each into one of three possible steady-states: perennial ice 
coverage (ice fraction never drops to zero throughout the year), seasonal ice coverage (ice fraction is zero at some 
point during the year and nonzero at another point), and perennially ice-free (ice fraction is zero year-round).

2.5.3.  Mechanism Denial Experiments

We perform several mechanism denial experiments to assess the contribution of different processes to the abrupt-
ness of Arctic sea ice loss. First, we conduct a variety of experiments that assess the contribution of longwave 
feedback processes. We turn off the clear-sky water-vapor feedback, by removing the term from the emissivity 
equation that depends on the atmospheric specific humidity. Separately, we turn off the convective cloud feed-
back by setting Δϵcld = 0: in other words, eliminating the effect that convection has on the atmospheric emissivity. 
We also turn off convection entirely, by setting the convective heat and moisture fluxes between the tropospheric 
and surface boundary layer to zero even if a raised boundary layer parcel is buoyant. In each of the above exper-
iments, however, some longwave feedbacks are still possible through processes that warm the tropospheric layer 
which in turn increases the longwave downwelling radiation at the surface, even if atmospheric emissivity were 
fixed. Thus we also perform an experiment that suppresses longwave temperature feedbacks, where atmospheric 
emissivity has all its components (CO2, cloud emissivity, and water vapor), but the atmospheric temperature used 
to calculate longwave downwelling radiation that reaches the surface is fixed to its daily seasonal climatology 
calculated at 280 ppm of CO2. We then also suppress all LW feedbacks together by suppressing the temperature 
feedback as just described and removing the water vapor and cloud contributions from atmospheric emissivity. 
In this experiment, longwave downwelling radiation received by the surface only changes due to changes in CO2 
concentration. Finally, we suppress the SAF by setting all surface albedo values (ice, melt pond, and ocean) to the 
same value of 0.6; this value is chosen so that the preindustrial climate still has a reasonable steady-state seasonal 
cycle of sea ice.

2.6.  Model Validation

In order to assess our model's ability to represent a realistic Arctic climate, we compare our model variables 
at pre-industrial (“PI”) and twice pre-industrial (“2xPI”) CO2 levels to a state of the GCM from the Coupled 
Model Intercomparison Project Version 6. We pick one of the GCMs, CanESM5, that most closely matches the 
seasonal cycle of total Arctic sea ice area observed during the satellite era (Keen et al., 2021). In using such a 
GCM for our model validation, we can compare our model to a realistic Arctic climate while also being able to 
make our comparison at different CO2 levels (PI and 2xPI) which would not be possible using an observational 
data set. Further details on how the seasonal cycle of CanESM5 data is calculated can be found in Supporting 
Information S1.

In Figure S1 in Supporting Information S1 we compare the eight state variables of our simple model run with 
280 ppm of CO2 to those of the GCM in a pre-industrial control climate. The seasonal cycle of ice fraction in 
our model matches closely that of the GCM; this is because we tuned the simple model to match this variable. 
The seasonal cycle of effective ice thickness and ice surface temperature both qualitatively track those of the 
GCM. The ocean temperature appears to have a very qualitatively different seasonal cycle than that of the GCM, 
however, we note that these differences are only on the order of 0.1 K and represent small fluctuations around 
the freezing temperature. The atmospheric boundary layer and tropospheric layers' temperatures have similar 
magnitudes of the seasonal cycle to those of the GCM, and are off in absolute value by at most ∼5 K. The specific 
humidity of both layers is also realistic, in particular capturing the more muted seasonal cycle of humidity in the 
upper atmosphere found in the GCM.

As seen in Figure S2 of the Supporting Information S1, at the 2xPI climate the toy model produces reasona-
ble seasonal cycles of all variables that match those of the GCM. One difference is that the GCM simulates a 
smoother and more symmetric seasonal cycle of ice fraction than our simple model; this is likely in part because 
the GCM seasonal cycle represents an average over many grid points (as described in Supporting Informa-
tion S1), while the simple model contains only one grid box in which sea ice fraction tends to grow and melt 
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very abruptly during the seasonal cycle. This difference propagates into other variables including tropospheric 
and boundary layer temperature, boundary layer specific humidity, and ice surface temperature, all of which 
show realistic magnitudes but more seasonally asymmetric behavior than the GCM as they depend heavily on the 
presence/absence of ice. In particular, the boundary layer moisture in our model shows sharp changes not found 
in the GCM that are due to the sudden onset of convection that moves moisture from the boundary layer to the 
troposphere. The qualitative seasonal cycle of ocean temperature of the simple model matches the GCM well but 
is biased cold by 1–3 K. CanESM5 did not report ice thickness in the abrupt CO2 doubling experiment.

While our primary goal is to study local feedback mechanisms in the Arctic, we also evaluate our model's ability 
to represent remote processes. In twentieth-century observations, poleward transport of dry static energy is on 
the order of 2PW at 60 N, which comes out to 60 W/m 2 of heating in the Arctic (Yang et al., 2015). In the PI 
configuration, our model has about 55 W/m 2 of heating due to poleward sensible heat fluxes in both atmospheric 
layers combined. At a 2xPI climate, the poleward sensible heat flux may decline by about 0.1 PW or 3 W/m 2 
(Yoshimori et al., 2017); in our model, it declines by closer to 12 W/m 2 due to the high level of Arctic amplifi-
cation in our model.

Historical poleward latent heat fluxes are on the order of 0.5 PW, or 15 W/m 2 (Yang et al., 2015). Our model 
under-represents this transport slightly, at 10 W/m 2 in the PI configuration. Furthermore, while GCMs tend to 
predict a modest increase in poleward latent heat fluxes of around 6 W/m 2 (e.g., Yoshimori et al., 2017), our 
model predicts almost no change in poleward latent heat flux. This is because the default configuration of the 
model does not lead to preferential moistening of the midlatitudes since moisture in the Arctic box is coupled 
tightly to surface conditions and increases significantly when sea ice is lost. While the total changes in poleward 
energy transport into the Arctic under global warming are thought to be or near-zero or negative (e.g., Hwang 
et al., 2011; Kay et al., 2012; Skific & Francis, 2013, and ours are modestly negative), our model does not capture 
the important compensation between decreases in dry static energy transport and latent heat transport (Graversen 
& Burtu,  2016; Graversen & Langen,  2019; Yoshimori et  al.,  2014). While the direct heating by these two 
terms through atmospheric heat convergence in the Arctic may approximately cancel out (see Figure 4a of Hahn 
et al., 2021), the increase in moisture transport leads to additional surface warming indirectly through enhanced 
cloud feedbacks and the greenhouse effect of water vapor (Graversen & Langen, 2019). Thus, one caveat of this 
study is that our model's default configuration cannot represent the potential influence of remote energy fluxes on 
local (particularly cloud and water vapor) feedbacks. Later, we discuss how this may affect our results.

3.  Results
In the following sections, we analyze model runs configured with standard parameter values (Section 3.1), the 
robustness of bi-stability to large changes in modeling parameters (Section 3.2), and the relative importance of 
different mechanisms in setting the abruptness of sea ice loss (Section 3.3). Throughout the text, we refer to 
“winter” sea ice as the ice conditions around the time of the annual ice maximum, which can in fact occur as late 
in the year as April or May, and “summer” sea ice as the conditions around the time of the annual ice minimum, 
which tends to occur around September.

3.1.  Bi-Stability of Sea Ice in the Standard Parameter Regime

We first run the model with default parameter values (see Tables S2–S4 in Supporting Information S1) with a 
pre-industrial CO2 concentration (280 ppm). Figure 1 shows the seasonal cycle of all eight prognostic variables of 
the model for the cold initial condition. At this CO2 level, there is no bi-stability (there is only one steady-state), 
so the warm initial condition leads to an identical seasonal cycle to that shown. The previous section on the 
validation of our model against a realistic GCM indicates that all eight state variables take on realistic values for 
the Arctic. The tropospheric, boundary layer, and ice surface temperatures (panel c) all exhibit strong seasonal 
cycles, while the ocean mixed layer temperature stays close to freezing year-round as it is mostly ice-covered. The 
atmospheric boundary layer moisture increases rapidly when the ice fraction drops below 1 in the summertime 
due to increased evaporation from the ocean, and the tropospheric layer shows a similar, but more muted response 
(panel d).

In Figures 2a–2d and 2e–2h we see the model variables again, but for simulations with 530 ppm of CO2 and 
cold and warm initial conditions, respectively. We chose to show the results at 530 ppm because it is a canonical 
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example of bi-stability that occurs for our default model configuration; the two rows of Figure  2 show very 
different climates. In the first row, we see that the cold initial condition leads to an Arctic that is ice-free in the 
summer but still reaches an ice fraction of 1 in the winter. In the simulation that starts with a warm, ice-free 
initial condition (Figure 2 bottom row), on the other hand, the climate is ice-free year-round, never developing 
ice due to physical mechanisms that operate differently in the two ICs, as we will discuss shortly. By 655 ppm 
(not shown), both initial conditions lead to perennially ice-free, identical climates, indicating the limited range of 
Arctic bi-stability, the robustness of which will be discussed in the next section.

The main features of the bi-stability at 530 ppm are summarized in Figure 3 by showing the different contri-
butions to the surface heat budget. In the analysis below, we consider how six different fluxes—shortwave 

Figure 2.  Steady-state seasonal cycle of all eight prognostic variables for an intermediate-warming run (530 ppm). The top row (a–d) shows the steady state of a run 
initialized with a cold initial condition, and the bottom row (e–h) shows the steady state of a run with a warm initial condition. Because the two rows exhibit different 
climates, there is bi-stability for the default parameters at this CO2 concentration.

Figure 1.  Steady-state seasonal cycle of all eight prognostic variables for a standard (default parameters) pre-industrial run (280 ppm) with a cold initial condition. The 
abbreviation “Atm” refers to the tropospheric layer of the atmosphere, and “BL” refers to the atmospheric boundary layer. The same simulation run with a warm initial 
condition leads to the same climate at this CO2 value.
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radiation, clear-sky and cloud downward longwave radiation, sensible heating, latent cooling, and oceanic 
meridional heating—contribute to differences between the steady state surface temperatures obtained from the 
two initial conditions (bi-stability), and the seventh term, longwave upwelling, to represent the surface temper-
ature's response to these six fluxes. Thus, while all seven fluxes must integrate to zero over one seasonal cycle 
in  the steady state, treating the longwave upwelling as a response to, rather than a component of, the surface heat 
budget allows us to gain insight into the causes of Arctic bi-stability.

Figure 3a shows the shortwave radiation absorbed by the surface, which is the surface heat flux with the largest 
magnitude. We see that in the warm initial condition simulation (dark orange line), the surface receives substan-
tially more shortwave radiation in the summertime than the cold initial condition (blue line) due to the SAF. 
Importantly, however, this feedback has its peak contribution to differences in surface heating between the two 
initial conditions from the months of April to August, when the high latitudes receive sunlight. On the other 

Figure 3.  Comparison of all heat fluxes affecting the surface (ice-covered and open ocean areas combined) during the 530 ppm CO2 runs with cold and warm initial 
conditions. Positive values indicate heating of the surface and negative values indicate cooling. In panel (h), the differences in heating rates between the warm and cold 
initial conditions for all the fluxes are plotted together.
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hand, the bi-stability in Arctic sea ice at this CO2 occurs from January to August, potentially suggesting that other 
processes are needed to explain the sea ice bi-stability during the months that receive no sunlight.

In Figures 3b and 3c, we see the clear-sky and cloud components of longwave downwelling radiation at the 
surface. While the difference between the warm and cold initial condition longwave heating does not reach the 
same maximum magnitude as the difference in shortwave heating, it is importantly nonzero during the winter 
months, with clear-sky longwave radiation contributing about a 30 W/m 2 difference in heating from March to 
May, and cloud longwave radiation contributing about 20 W/m 2 from January to July. Thus the total longwave 
heating can contribute around 50 W/m 2 of additional heating in the winter months of the warm initial condition 
compared to the cold initial condition steady-state, helping to maintain the winter sea-ice bi-stability.

The other surface heat fluxes besides the longwave and shortwave fluxes also contribute to the bi-stable seasonal 
cycle. In Figure 3d, we see that sensible heating of the surface (which is proportional to the difference between 
surface temperature and the boundary layer potential temperature) is 10–30  W/m 2 larger in the warm initial 
condition run. In panel (e), we see that latent cooling of the surface acts to reduce the surface temperature differ-
ence between the two steady-states because the warm initial condition experiences more cooling due to evapora-
tion over the open ocean (Boeke & Taylor, 2018; Hankel & Tziperman, 2021). In panel (f) we see that the ocean 
meridional heat flux for the two initial conditions, which is represented as a slow relaxation of the Arctic Ocean 
temperature to a single prescribed midlatitude ocean temperature, acts to push the solution to the two initial 
conditions toward the same steady state (as it heats the cold IC more than the warm IC). The sign of this feed-
back matches that found in studies using more complex models (Bitz et al., 2005; Ferreira et al., 2011; Wagner 
& Eisenman, 2015), although their corresponding mechanisms are different because they resolve a meridional 
structure of the ocean heat transport. In Figure 3g, we see that the steady state of the warm initial condition run 
has a larger magnitude of upwelling longwave radiation due to the negative Planck feedback.

Finally, Figure 3h summarizes the relative importance of the six heating terms discussed above by comparing the 
difference between the two initial conditions for all of them on the same plot. The shortwave radiation is by far 
the largest magnitude difference term in the summer, while the clear-sky and cloud longwave radiation are the 
largest difference during most of the sea-ice growth months from January to April. Latent heat fluxes are the larg-
est year-round process warming the cold initial condition much more than the warm initial condition, especially 
during the winter ice-growth months. However, the meridional ocean heat flux contributes a similar magnitude to 
suppressing differences in the two initial conditions during the summer and autumn. The black line in Figure 3h 
shows the sum of all the heating term differences (excluding the Planck feedback's LW upwelling term). This 
mirrors the findings of previous studies (Boeke & Taylor, 2018; Hahn et al., 2021; Hankel & Tziperman, 2021) 
that have explained winter Arctic surface warming in GCMs through similar ocean heat storage mechanisms, 
again demonstrating our model's ability to represent realistic Arctic climate dynamics. While these previous stud-
ies showed that this inter-seasonal heat storage mechanism contributed to inter-model differences (in GCMs) in 
Arctic warming and abrupt sea ice loss, perhaps hinting at a connection to climate bi-stability and tipping points, 
here we are able to show that it explicitly contributes to year-round climate bi-stability of the Arctic.

To summarize, for this parameter combination (default model parameters and 530 ppm of CO2), summer sea ice 
bi-stability does not occur, while winter sea ice bi-stability does because, taken all together, mechanisms that 
enhance differences between the two initial conditions (causing them to reach different steady states) are stronger 
in the winter than in summer. The key feedbacks driving the difference between summer and winter sea ice behav-
ior are the shortwave and longwave radiative feedbacks. While one might assume that the shortwave ice-albedo 
feedback may affect summer sea ice bi-stability more than winter, the peak of insolation is approximately equally 
offset from the months of ice loss for the two seasons (September and March) making this mechanism effective 
in both the summer and winter seasons, and possibly even stronger in winter due to seasonal ocean heat storage. 
Longwave feedbacks, which we later find to be key for maintaining bi-stability across a wide range of CO2, 
contribute to differences between the two initial conditions more strongly in the wintertime than in the summer 
(Figures 3b and 3c). Together, these feedbacks favor winter bi-stability more than summer bi-stability of sea ice.

3.2.  Sea-Ice Winter and Summer Bi-Stability in Broad Parameter Regimes

In this section, we examine the robustness of Arctic climate bi-stability to specific model parameter values. Doing 
so allows us to: (a) understand the fundamental mechanisms controlling Arctic bi-stability, and (b) gain insight 
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into how Arctic climate transitions could be different in past/future climates. To do this, we run 2D parameter 
sweeps (see Section 2) where we vary a given model parameter together with CO2 and run the model for every 
parameter combination starting with a cold initial condition and a warm initial condition. The results are shown in 
Figure 4: blue indicates a steady-state climate with year-round ice coverage, white indicates seasonal ice coverage 
(ice-free in summer), and red indicates perennial ice-free conditions. Mixes of the colors indicate bi-stability 
between the two steady states of the seasonal cycle (obtained from the above two initial conditions). Specifically, 
the bi-stability of winter sea ice described in Figure 2 where the cold initial condition develops seasonal (winter) 
ice coverage and the warm initial condition develops year-round ice-free conditions, is seen here as the mixed red/
white (pink) color. Bi-stability between perennial ice coverage and perennial ice-free conditions (i.e., bi-stability 
of both summer and winter sea ice simultaneously) is shown in the mixed blue/red (purple) color. The meanings 
of all colors are indicated in the schematic panel (i) of Figure 4. The magnitudes of the winter and summer sea ice 
bi-stabilities (meaning the absolute difference in ice fraction between the cold and warm initial conditions) can 
be found in Figures S3 and S4 in Supporting Information S1 respectively.

Starting in Figure 4a, we show the dependence of ice bi-stability on the bare ice albedo—a key parameter in 
setting the strength of the ice-albedo feedback. At lower bare ice albedos (0.4–0.575), a small range of CO2 values 

Figure 4.  Bifurcation diagram showing parameter regimes that have perennial ice coverage in blue, seasonal ice coverage in white, perennial open ocean in red, and 
bi-stable states as mixes of two colors. For example, the light pink color indicates a bi-stability where the cold initial condition leads to seasonal ice coverage and 
the warm initial condition leads to ice-free conditions. The green line indicates the default value of the model parameter. The bottom right panel (i) is a schematic 
demonstrating the meaning of each contour color.
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leads to winter bi-stability (white/red mixed color); the warm initial condition never develops sea ice, while the 
cold initial condition has seasonal (winter) ice. The CO2 width of this bi-stability increases as the bare ice albedo 
increases (i.e., the pink color widens as we move up in the plot). This can be explained by two factors. First, the 
CO2 threshold at which ice develops in the warm initial condition is completely insensitive to the value of bare ice 
albedo, as seen by the vertical line at 400 ppm dividing the red-tinted regions on the right side of panel (a) from 
other regimes. This is because when starting from a warm, ice-free initial condition, the ice-albedo parameter 
doesn't play a role in the model equations until after an initial amount of ice has developed. Second, for the cold 
initial condition, the increase in bare ice albedo means that winter ice can be maintained for higher and higher 
CO2 values. At ice albedos of 0.7 and above (including our default value indicated by the horizontal green line), 
a region of bi-stability between perennial ice coverage and perennial ice-free conditions occurs (mixed blue/red 
color). This indicates bi-stability for both summer and winter ice and implies a hysteresis in CO2 for both seasons 
(explained further below). This bi-stability can be explained similarly to the bi-stability of winter sea ice alone: 
again, the CO2 threshold for ice development in the warm initial condition still remains unchanged, even at very 
high ice albedo values, while the increase in ice albedo means the cold initial condition can now support ice 
year-round (rather than just in winter) at higher CO2 values.

This summer sea ice bi-stability (that occurs simultaneously with winter sea-ice bi-stability) has been identified 
in previous studies (Eisenman,  2012; Eisenman & Wettlaufer,  2009) using idealized sea ice models without 
atmospheric feedbacks. Our default parameter combination leads to a much narrower CO2 range supporting 
summer sea-ice bi-stability than those studies, suggesting that the inclusion of additional atmospheric feedbacks 
may not favor summer bi-stability. While the ice-albedo values that lead to summer sea-ice bi-stability are on 
the higher end of the realistic range, we will see in the following sections that modestly modifying several other 
parameters from our default configuration can also produce this bi-stability over larger CO2 ranges, suggesting 
that it could occur in the real world under the right conditions.

To illustrate these different regimes more clearly and to show the resulting hysteresis loops in cases of bi-stability, 
we show maximum and minimum yearly ice values versus CO2 for both initial conditions and for two example ice 
albedo values in Figure 5. In Figure 5a, a low value of ice albedo leads to winter sea ice bi-stability, which can be 
seen as the hysteresis loop traced by the solid lines for over a small range of CO2 values, while the summer sea 
ice still shows the same equilibrium value for both initial conditions. On the other hand, at a high ice albedo value 
(Figure 5b) the additional bi-stability of summer sea ice leads to a narrow summer hysteresis loop (indicated by 
the loop traced by the dashed lines) which sits entirely within the winter hysteresis loop. The insensitivity of the 
CO2 threshold for warm initial condition ice formation to the bare ice albedo choice can be seen as the jump of 
the solid red line from 1 to 0 occurring in both plots at 400 ppm of CO2.

Figure 5.  Example of the changing sea ice regimes when bare ice albedo (αice) increases. The solid lines indicate the 
maximum (winter) sea ice fraction during the year, and dashed lines indicate the minimum (summer) sea ice. In panel (a), 
there is only bi-stability of winter sea ice: red and blue lines (indicating the two initial conditions) lie directly on top of each 
other for the minimum ice value (dashed) but trace a hysteresis loop for the maximum winter ice value (solid). In panel (b), 
summer sea-ice bi-stability emerges: a hysteresis loop of the dashed line (summer sea ice) lies within the hysteresis loop of 
the solid line (winter sea ice). Shaded backgrounds indicate the color that each state appears as in Figure 4.
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Next, in Figure 4b, we show the effect of varying the LW emissivity enhancement due to convective clouds (Δϵ0, 
see Equation 22 in Section 2). Increasing this LW convective cloud emissivity makes the overall climate warmer 
since it increases LW heating at the surface when convection is active; we see this in the shift of the bi-stable and 
ice-free regimes to lower values of CO2 as we move upward through the contour plot. We first note that winter 
sea-ice bi-stability (pink and purple colors) occurs for the entire range of convective cloud emissivities, indicating 
that it is a very robust feature of our model. Summer sea ice bi-stability also occurs (concurrently with winter 
sea-ice bi-stability) for high enough values of Δϵ0 (0.175 and above), indicated by the purple color. Bi-stabilities 
in both seasons occur because the transition from perennial to seasonal ice coverage in the cold initial condition 
is relatively insensitive to Δϵ0, since convection largely does not occur until after sea ice starts to disappear. On 
the other hand, for the warm, ice-free initial condition, convection occurs year-round over open ocean, and thus 
increasing Δϵ0 warms the surface and shifts the ice-free and seasonal ice regimes to lower CO2 values for that 
initial condition.

We now consider how the width of winter sea-ice bi-stability (i.e., the CO2 range over which the purple and pink 
colors extend) changes as a function of convective cloud emissivity. This width increases as Δϵ0 increases, but 
only slightly. The rather modest dependence of winter bi-stability width on Δϵ0 makes sense because the positive 
convective cloud feedback increases warming in the warm initial condition more than in the cold initial condition 
(due to convection over the ice-free ocean), but as we saw in Figure 3, other factors such as the clear-sky longwave 
feedback were equally important in explaining bi-stability. Given that the emissivity of convective clouds in the 
Arctic is very uncertain even in coupled GCMs, the relative insensitivity of the winter bi-stability to Δϵ0 supports 
the robustness of winter sea-ice bi-stability. On the other hand, the existence of summer sea-ice bi-stability is 
highly sensitive to this uncertain parameter, making its existence in the real climate similarly uncertain.

In Figure 4c we show the sea-ice bi-stability as a function of the ocean mixed layer depth, which is plotted as a 
reciprocal to reflect the quantity that is relevant to the model equations (parameter 𝐴𝐴 𝐴𝐴 in Equation 7). Increasing 
ocean mixed layer depth makes the overall climate warmer, and increases the width of both summer and winter 
bi-stability slightly by warming the warm initial condition more than the cold initial condition. The reason for 
the increase in bi-stability width can be understood as follows: the main process that prevents the warm initial 
condition from reaching a seasonally ice-covered steady-state is the difficulty in developing winter ice for the 
first time. Once such sea ice develops, the ice-albedo feedback kicks off and establishes a steady seasonal cycle 
with consistent winter ice after a few years. Because the warm initial condition is initialized with no sea ice, the 
low-albedo open ocean absorbs heat all summer long, and must subsequently release enough heat the following 
winter to reach the freezing temperature and develop sea ice. An increase in ocean mixed layer depth means that 
the ocean can store more heat in the summer, and subsequently may not be able to release the excess heat in winter 
to reach the freezing temperature. Crucially, the cold initial condition starts off ice-covered, reflecting more of the 
late spring/early summer insolation due to a higher surface albedo. Thus while the cold initial condition also sees 
an increase in summer ocean heat storage with increased mixed layer depth, it is of a smaller magnitude than the 
increase for the warm initial condition due to the SW radiation being reflected by the sea ice. The differing cold 
and warm initial condition sensitivities to ocean mixed layer depth explain why the sea ice bi-stability width is 
sensitive to this key parameter, which is practically unconstrained for past climates.

Figure 4d shows the sea ice steady-states as the atmospheric albedo, which crudely represents the presence of 
low clouds in the summertime (see Section 2, Equations 7 and 17). Here, we see that increasing low cloud albedo 
makes the climate colder, as expected, but barely affects the width of sea-ice bi-stability. This is somewhat 
surprising given that increasing atmospheric albedo should lower the magnitude of the ice-albedo feedback, 
which is one of the main causes of the sea-ice bi-stability. The insensitivity of the bi-stability width to atmos-
pheric albedo can be explained by two competing effects of an increase in this parameter. First, because the 
surface albedo of the warm initial condition is low while the surface albedo of the cold initial condition is high, 
an increase in atmospheric albedo should cool the warm initial condition more than the cold initial condition. 
However, the cooling of the cold initial condition leads to a small increase in the ice area, which in turn makes the 
surface albedo even higher, leading to additional cooling of the cold initial condition. These effects approximately 
offset each other, making the cold and warm ICs similarly sensitive to atmospheric albedo, and thus the width of 
sea-ice bi-stability relatively insensitive to atmospheric albedo.

In Figure 4e, we find that the width of sea-ice bi-stability is highly sensitive to the restoring timescale used 
in our simplified mid-latitude ocean heat flux representation. The bi-stability width decreases and eventually 
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disappears for shorter timescales due to the damping implied by our simple formulation. These findings may 
indicate that a decrease in ocean heat transport due to the projected weakening of the Atlantic Meridional Over-
turning Circulation under global warming could influence sea-ice bi-stability. Previous work also found that heat 
transport by the ocean can act as a negative feedback (Tziperman et al., 1994), and prevent bi-stability (Wagner & 
Eisenman, 2015). On the other hand, Ferreira et al. (2011) found in a GCM that the meridional structure of ocean 
heat transport could play a role in supporting bi-stability rather than destroying it.

In Figure 4f, we see that changing the degrees of mid-latitude warming per CO2 doubling (which represents the 
mid-latitude climate sensitivity) does not qualitatively alter the sea ice stability regimes. (We note that the appar-
ent disappearance of summer bi-stability around 3.25° per doubling is likely just an artifact of the coarse resolu-
tion in CO2.) Rather, increasing the climate sensitivity merely warms the model more quickly and condenses the 
bi-stability regimes (both summer and winter) to a smaller range of CO2. This is to be expected because the model 
mostly experiences warming due to CO2 increases through the climate sensitivity of the mid-latitudes rather 
than directly through increases to the emissivity of the local atmosphere (as in, changing CO2 without changing 
midlatitude temperatures would not warm the model very much). Thus, increasing the climate sensitivity means 
that the model goes through qualitatively and quantitatively the same amount of warming over a smaller range of 
CO2 values. This implies that the potentially different climate sensitivity of past or future climates (e.g., Caballero 
& Huber, 2013) would not on its own cause the nature of sea ice bi-stabilities to change.

Figure 4g shows that the temperature of the mid-latitude ocean significantly affects the climate of the Arctic, 
but again barely affects the bi-stability of sea ice in the Arctic. Heat flux from the mid-latitude ocean is a major 
source of heat to the Arctic, so increasing the temperature of the mid-latitudes warms the overall Arctic climate 
significantly and shifts the regime where sea ice is supported to lower CO2 values. As the mid-latitude ocean 
temperature increases, we also see a slight narrowing of the CO2 range that leads to winter and summer sea-ice 
bi-stabilities (narrowing of the horizontal width of pink and purple color patches when moving up in panel g). 
We interpret this as a direct result of the fact that the ocean meridional heat flux was found to be a key factor in 
suppressing the tendency to bi-stability in Figure 3 which tends to warm the cold initial condition more than the 
warm initial condition. While increasing the midlatitude ocean temperature would increase the restoring heat flux 
on both initial conditions equally, it would make the meridional heating term larger in comparison to the other 
heating sources that govern the evolutions of the two initial conditions. In other words, higher midlatitude ocean 
temperatures simply mean that the meridional heat flux suppressing differences in the two ICs can more easily 
outweigh the positive feedbacks that tend to enhance differences in the two ICs, thus reducing the bi-stability. 
This suggests that climates with a low equator-to-pole temperature gradient favor Arctic sea-ice bi-stability. 
However, in Earth's past climate, such reduced equator-to-pole temperature gradient configurations have only 
occurred in overall very warm climates (such as the Eocene) where the climate would likely be very far from any 
bi-stable sea ice regime.

In the final results panel of Figure 4 (panel h), we see how the sea-ice stability changes as a function of the latitude 
at which we place our model grid box (the latitude controls the seasonal cycle of insolation, see Section 2). Inter-
estingly, while the width of winter sea-ice bi-stability (pink and purple colors combined) is quite insensitive to the 
choice of latitude, the summer bi-stability width (purple color only) decreases as we move to higher latitudes. To 
understand this, we explain why the cold initial condition is less sensitive to latitude than the warm initial condi-
tion. The insensitivity of the CO2 value of the transition in the cold initial condition from perennial ice to seasonal 
ice coverage is seen as the relatively vertical line separating the purple and pink colors near 400 ppm. This insen-
sitivity can be explained by the cold initial condition starting out ice-covered (with a default ice-albedo of 0.725) 
and reflecting most of the insolation that reaches the surface, such that changes to the incoming insolation from 
changing latitude don't have a large impact. On the other hand, the warm initial condition starts out ice-free with 
a low albedo and thus absorbs most incoming insolation. Thus moving to lower latitudes significantly warms the 
warm initial condition, requiring lower CO2 values to develop any initial ice. The bottom line is that factors that 
increase insolation and, therefore, the ice-albedo feedback, favor summer sea ice bi-stability, but such factors 
don't influence the winter sea ice bi-stability as much. Unintuitively, however, as we will discuss later, this does 
not mean that a winter bi-stability can exist without the ice-albedo feedback.

Examining all the panels together, a few salient features emerge. First, we re-emphasize that winter sea-ice 
bi-stability (perennial or seasonal ice coverage co-existing with perennial ice-free conditions at the same param-
eter values, shown by pink and purple colors) is a very robust feature across all model parameter ranges that we 

 21698996, 2023, 21, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023JD

039337 by H
arvard U

niversity, W
iley O

nline L
ibrary on [04/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Journal of Geophysical Research: Atmospheres

HANKEL AND TZIPERMAN

10.1029/2023JD039337

17 of 22

investigated. That is, this bi-stability occurs in some CO2 range for almost all values of each of the parameters we 
considered (we also studied the sensitivity of winter bi-stability to other model parameters not shown here, but 
those did not demonstrate any notable influence on winter bi-stability). Surprisingly, summer sea-ice bi-stability 
(co-existence of perennial ice coverage and perennial ice-free conditions, shown by purple colors) also occurs 
for a significant portion of what might be considered realistic parameter combinations, similar to some previous 
modeling work (Eisenman, 2012; Eisenman & Wettlaufer, 2009). In this case, while such a bi-stability occurs 
in every panel of Figure 4 and for our default parameter choices (horizontal green line), it typically occurs for a 
narrower range of CO2 and disappears under small changes from the default of some parameters (e.g., a small 
decrease in bare ice albedo, or a reduction of the LW emissivity of convective clouds). While (Eisenman, 2012) 
found that most cases of winter bi-stability also have an accompanying summer bi-stability, we find that winter 
bi-stability without summer sea ice bi-stability (i.e., bi-stability between seasonal ice and ice-free conditions) is 
the more prevalent case across all the parameter regimes (indicated by the pink color).

Finally, we also note the absence of any parameter combination that leads to summer sea ice bi-stability without 
winter bi-stability (i.e., bi-stability where the solution would converge to either perennial ice coverage or to a 
seasonal ice cover), which would have appeared as a mixed blue/white color in Figure 4. This follows from our 
work and previous studies (e.g., Bathiany et al., 2016; Eisenman, 2012) that find winter sea ice to always be more 
prone to bi-stability, and to respond more abruptly to CO2 increases than summer sea ice. This suggests that any 
scenarios that lead to a summer sea ice bi-stability will likely also cause a winter sea-ice bi-stability. Abrupt sea 
ice changes can be related to bi-stability as we will discuss next, because they indicate the presence of positive 
feedback mechanisms that enhance small perturbations and large differences between two initial conditions.

3.3.  Causes of Abrupt Sea Ice Loss

In this section, we examine what physical mechanisms set the abruptness of sea ice loss with respect to CO2. That 
is, we calculate the (seasonal) steady state for different values of CO2 and examine the width of the range of CO2 
values over which the sea ice is abruptly lost, as well as the magnitude of sea ice loss that occurs during this abrupt 
period. The abruptness of sea ice loss has many implications, as a transition to ice-free conditions that is abrupt 
could reduce the ability to adapt to new Arctic conditions. While abrupt sea ice loss is often associated with a 
tipping point caused by a transition from a parameter regime of bi-stability to one of mono-stability, we note that 
an abrupt sea ice loss without bi-stability is possible (i.e., Bathiany et al., 2016), as are different magnitudes of 
tipping points from a bifurcation, depending on the size of the jump between the two stable solutions. Thus, the 
connection between the abruptness of sea ice loss and the bi-stability of sea ice deserves further investigation.

In Figure  6 we show the steady-state winter sea ice effective thickness across a range of CO2 values for 
several different mechanism denial experiments (see Section 2 for how each mechanism denial experiment is 

Figure 6.  Maximum ice thickness (winter) versus CO2 at steady-state for several different experiments. Dashed lines 
correspond to warm initial condition runs while solid lines correspond to cold initial condition runs. The hysteresis loop for 
a given experiment is seen by tracing the solid and then the dashed line– no such loop exists for the “no albedo feedback” 
experiment, pictured in gray, which has only one stable solution.
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implemented). We show both the cold initial condition (solid lines) and the warm initial condition (dashed lines) 
steady-states, though in the discussion that follows, we focus more on the cold initial condition for its relevance 
to future global warming.

First, we note the remarkable similarity of the steepness of winter sea ice loss across most of the experiments. All 
experiments show a steepening of winter sea ice loss during the disappearance of the last 1 m of ice thickness over 
about 25–50 ppm of CO2 increase. The most notable reduction in abruptness occurs for the experiment where 
we suppress the SAF, which is the only mechanism denial experiment that eliminated the winter sea-ice bifurca-
tion. We would expect this experiment to have the most gradual sea ice loss since the loss is not governed by a 
bifurcation in this case, and while it is the most gradual loss seen in Figure 6, it is still shows some acceleration 
during the last 1 m of loss.

Suppressing the water vapor feedback has a minimal effect (compare the yellow line to the blue line), slightly 
narrowing the CO2 range of bi-stability and shifting the CO2 threshold of the tipping point higher. Both of these 
results are to be expected as the water vapor feedback has a warming effect that should also be stronger in the 
warm IC.

Turning off atmospheric convection entirely and turning off the convective cloud feedback have nearly identical 
effects (compare the red and green lines in Figure 6), indicating that the main effect of convection on the modeled 
climate is through the convective cloud feedback. Without each of these feedbacks, the bi-stable regime narrows 
to only higher CO2 values, but the magnitude of the sudden sea ice loss is not altered. This indicates that convec-
tive processes contribute to bi-stability but do not play a major role in driving the abruptness of Arctic sea ice loss 
in this model, contrary to suggestions by previous work (Abbot & Tziperman, 2008; Abbot et al., 2009).

We note a slightly more gradual sea ice loss (compared to the full model) in two longwave feedback denial experi-
ments, the “no temperature feedback” experiment (pink lines) and the “no longwave feedback” experiment (black 
lines). In the experiment with temperature feedbacks turned off, atmospheric emissivity has all of its compo-
nents (CO2, water vapor, and convective cloud contributions), but the atmospheric temperature used to calculate 
longwave downwelling radiation that reaches the surface is fixed to its daily seasonal climatology calculated at 
280 ppm of CO2. In this experiment, the CO2 range of bi-stability is shifted to much higher values (indicating 
significant cooling due to the suppression of the temperature feedback), and the tipping point is slightly smaller 
in magnitude than in the full model. This points to the interesting result that mechanisms that cool the climate 
overall can also lead to a smaller tipping point because they shift the bifurcation to a larger CO2 that has a lower 
sea ice thickness value.

In the experiment where all longwave feedbacks are suppressed, the temperature used to calculate longwave 
warming of the surface is fixed as described above, and water vapor and convective clouds are also no longer 
included in the calculation of emissivity. In this configuration, changes to surface longwave downwelling radiation 
can only occur through increases to the CO2-dependent LW emissivity. This shifts the sea ice tipping point to even 
higher CO2 values and slightly narrows the CO2 range of bi-stability. After the SAF, longwave feedbacks  taken 
altogether have the most influence on the CO2 threshold of the sea ice tipping point, and reveal yet another factor 
influencing bi-stability that we could not have identified from the experiments used in Figure 4. The importance 
of clear-sky longwave feedbacks in setting the abruptness of winter Arctic sea ice loss had been identified previ-
ously by Hankel and Tziperman (2021), but the relative contribution of water vapor versus temperature effects 
was unknown, as was the influence of these mechanisms on sea ice bi-stability. Here, we were able to exploit our 
simple modeling framework to show that while temperature changes can affect the sea-ice bi-stability much more 
than the water vapor feedback, a much greater change in the region of bi-stability occurs when their effects are 
taken together, as seen by the black lines in Figure 6. This can be understood by the fact that emissivity changes 
and atmospheric temperature changes have a multiplicative effect on surface longwave downwelling radiation.

Given the importance of longwave radiative feedbacks, we would like to know whether the temperature and 
moisture increases that drive increases in longwave downwelling have a remote or local source. To test this, 
we suppress all remote feedbacks simultaneously by setting the tropospheric and boundary layer moisture and 
temperature meridional fluxes to their values at 280 ppm. This means that all subsequent atmospheric warm-
ing and moistening of the Arctic atmosphere as CO2 increases comes from local processes alone. We find that 
suppressing remote feedbacks does not change the bi-stability of the simulated climate at all (not shown), indi-
cating that most of the temperature and moisture longwave feedbacks that occur in this model configuration are 

 21698996, 2023, 21, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023JD

039337 by H
arvard U

niversity, W
iley O

nline L
ibrary on [04/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Journal of Geophysical Research: Atmospheres

HANKEL AND TZIPERMAN

10.1029/2023JD039337

19 of 22

due to exchanges between the local ocean, ice, and atmosphere. This is the result we expected given our findings 
in Section  2.6 that poleward atmospheric heat transport barely changed between preindustrial and two-times 
preindustrial conditions. However, if our model better represented the increase in poleward moisture transport 
under increased CO2 that is predicted by other studies using GCMs (Graversen & Burtu, 2016; Graversen & 
Langen, 2019; Hwang et al., 2011; Kay et al., 2012; Yoshimori et al., 2014), we may expect this result to change. 
In particular, given that Graversen and Langen (2019) found enhanced latent heat transport to contribute modestly 
to Arctic sea ice loss and to enhanced water vapor and cloud feedbacks, we predict that the sea ice regimes would 
shift to higher CO2 values and exhibit more narrow bi-stability when remote feedbacks are suppressed in such a 
case.

All of the experiments above eliminate the very small range of summer sea-ice bi-stability that occurs in the 
default parameter regime (see Figure S5 in Supporting Information  S1). Most of the experiments have little 
effect on the abruptness or even the CO2 value of summer sea ice loss, which occurs around 400 ppm in the full 
model. The exceptions are the temperature longwave feedback suppression and water vapor feedback suppres-
sion experiments which shift summer sea ice loss to slightly to about 425 ppm, and the total longwave feedback 
suppression experiment which shifts the summer sea ice loss to 475 ppm. This result points to a critical need to 
evaluate changes to lower atmospheric temperature and surface longwave downwelling radiation in the current 
Arctic climate in order to better understand and predict the exact timing of summer sea ice loss.

Overall, we find that multiple positive feedback mechanisms examined here influence the width and CO2 range of 
sea ice bi-stability much more than they influence the abruptness of Arctic sea ice loss with greenhouse warming. 
When we did identify slightly more gradual Arctic sea ice loss, it was due to either the elimination of the winter 
sea ice bifurcation (as in the suppressed SAF experiment), or a shift in the sea ice bifurcation to higher CO2 values 
where the cold steady-state had less sea ice, thus reducing the magnitude of the tipping point. The fact that the 
suppressed ice-albedo feedback experiment was the only one that eliminated the winter sea-ice bi-stability further 
highlights the crucial role this mechanism plays in allowing the two initial conditions to evolve to different steady 
states, and provides further evidence for its role in the different summer/winter sea ice equilibrium structures 
discussed earlier.

4.  Discussion and Conclusions
In this work, we introduced a novel model of the Arctic climate that included both sea ice thermodynamics and 
atmospheric feedbacks in a simple framework. By running this model under a broad range of parameters, we 
exhaustively examined all local mechanisms that influence sea ice stability, found new bi-stability regimes and 
mechanisms, and interpreted the results of past studies on Arctic sea ice stability in light of these mechanisms.

Winter sea-ice bi-stability and an associated tipping point (in the sense of a bifurcation of the steady state) in 
winter sea ice with increased CO2 were extremely robust features of this model, consistent with previous studies 
(Abbot & Tziperman, 2008; Abbot et al., 2009; Eisenman, 2012; Eisenman & Wettlaufer, 2009). In addition 
to the known shortwave SAF, we find that features that enhanced the bi-stability of winter Arctic sea ice (by 
widening the CO2 range over which bi-stability occurs) included an increase in ocean mixed layer depth, an 
increase in the timescale of meridional ocean heat transport, and an increase in the longwave forcing of convec-
tive clouds. One of the very few parameter changes that could eliminate the winter sea-ice bi-stability was a large 
decrease in the timescale of meridional heat fluxes. This may potentially be related to the results of Wagner & 
Eisenman (2015)—who found that adding a continuous meridional dimension in a model without atmospheric 
feedbacks eliminated the winter sea ice bifurcation—since it also relates to the negative feedback mechanism of 
heat diffusion. Surprisingly, increasing the atmospheric albedo (to represent the formation of low summer clouds) 
has almost no effect on the winter sea-ice bi-stability, suggesting that the presence of low clouds may not disrupt 
the effectiveness of the SAF.

Many previous studies have also investigated the possibility of a summer sea ice bifurcation (Abbot,  2014; 
Eisenman, 2012; Eisenman & Wettlaufer, 2009; Holland et al., 2006; Tietsche et al., 2011; Wadhams, 2012), 
which is expected to occur much earlier than a winter bifurcation if it exists. There has been no clear consensus 
on this topic, with some simple models (Eisenman,  2012; Eisenman & Wettlaufer,  2009) and observational 
evidence (Wadhams, 2012) pointing toward the existence of summer sea ice bi-stability, while GCM studies 
(Armour et al., 2011; Ridley et al., 2012; Tietsche et al., 2011) typically find summer sea ice loss to be reversible. 
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We find that summer sea ice bi-stability can occur for some realistic parameter combinations (including our 
default parameters) but typically extends over a much smaller CO2 range and exhibits more gradual sea ice loss. 
These results suggest that the irreversibility of summer sea ice loss could occur on small, local scales in areas 
of the Arctic with the appropriate conditions (which we've identified here as lower latitudes, minimal low cloud 
coverage, stronger convective processes, a deeper mixed layer, and less oceanic meridional heating) but may be 
less likely to occur on an Arctic-wide scale. Additionally, we find that even when summer sea ice is bi-stable, 
it doesn't undergo a large tipping-point-like drop at a threshold CO2 value. Rather, the steady solution obtained 
from the cold initial condition smoothly evolves toward zero summer sea ice as CO2 increases until it merges 
with the warm initial condition (see dashed blue line in Figure 5b). This is consistent with the prediction of 
CMIP5 models that summer sea ice should decline fairly smoothly under realistic future CO2 increases (Hezel 
et  al.,  2014) but highlights the important point that such smooth decline does not preclude the existence of 
bi-stability and irreversibility.

Our results may help explain the abruptness of winter Arctic sea ice loss in GCMs. The insensitivity of sea ice 
loss abruptness in our mechanism denial experiments is somewhat surprising given the results of Hankel and 
Tziperman (2021) that found that positive feedback strength correlated with the abruptness of winter sea ice loss 
across six GCMs run in the CMIP5 RCP8.5 experiments. However, the mechanisms that did have a small influ-
ence on the abruptness of sea ice loss in the model used here (the SAF and clear-sky longwave feedbacks) are the 
same as those found by Hankel and Tziperman (2021) to play the biggest role in GCMs, suggesting the robust 
importance of those mechanisms. Finally, the fact that the one experiment (suppressed SAF) that did not exhibit 
a tipping point still showed an acceleration of sea ice loss indicates some roles for non-feedback mechanisms in 
causing abrupt sea ice loss, such as the freezing point mechanism proposed by Bathiany et al. (2016).

In GCMs run in the CMIP5 RCP8.5 Scenario, some models demonstrated an extremely large and abrupt 
loss of Arctic winter sea ice, while others exhibited a nearly linear, slower, and smoother decline (Hankel & 
Tziperman, 2021; Hezel et al., 2014). The fact that our model cannot reproduce this range of abruptness seen 
across GCMs suggests that other explanations for the inter-model variance besides the role of local positive 
feedbacks need to be considered. Our model has only a single grid box, possibly representing a relatively small 
domain within the Arctic. A more gradual sea ice loss could be caused by many smaller Arctic regions under-
going abrupt sea ice loss sequentially rather than simultaneously. This could eliminate an Arctic-wide winter 
sea ice jump via a mechanism that is different from the results of Wagner and Eisenman (2015), who included a 
meridional spatial dimension in their model.

Another possible mechanism for enhanced inter-model variability in the abruptness of sea ice loss across GCMs 
involves stochastic forcing. Stochastic forcing in a mono-stable system could cause sea ice to decline more gradu-
ally, as the sea ice would decline in a noisy, non-monotonic way, while it would be unlikely to change the abrupt-
ness of sea ice loss in a bi-stable system, instead making the system jump to the new steady-state prematurely and 
monotonically (by randomly pushing the system into the basin of attraction of the zero-sea ice solution). Thus, if 
some GCMs have bi-stable sea ice while others don't, stochastic noise could enhance the difference in sea ice loss 
abruptness between such models. In addition, GCMs usually have multiple sea ice thickness categories within 
each grid box, where different proportions of the ice fraction can be assigned different thicknesses (e.g., Horvat 
& Tziperman, 2015), while our model represents one ice thickness value for the whole domain. Multiple thick-
ness categories could allow for more gradual sea ice loss on the grid-box level, as the thinnest category of sea ice 
would undergo its abrupt loss before the thicker categories. This could enhance the differences in the abruptness 
of sea ice loss found here across different mechanism denial experiments. In sum, the difference between our 
model's range of sea ice loss abruptness and that of GCMs helps narrow down the possible set of mechanisms that 
could cause such inter-model variance in GCMs.

We also comment on how our results address the connection between climate model complexity and sea ice 
stability. Wagner and Eisenman  (2015) found that the addition of a continuous meridional dimension to a 
thermodynamic sea ice model similar to the one used here (but without dynamic atmospheric feedbacks) can 
destroy sea ice bi-stability, suggesting that bi-stability was an artifact of an overly simplified model. However, 
here we find a complicated picture where several different mechanisms that enhance or suppress differences in 
the two initial conditions (including atmospheric ones not explicitly represented in Wagner and Eisenman (2015)) 
compete with each other to establish either one or multiple sea ice steady-states, and the outcome depends highly 
on the specific combination of parameter choices used. In particular, simplifying our model by turning off various 
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features (such as atmospheric convection or longwave feedbacks) actually eliminated the small range of summer 
sea ice bi-stability. This suggests that sea ice stability does not necessarily depend only on model complexity, but 
rather on the exact balance of the positive and negative feedback mechanisms a model represents.

Finally, we highlight how the manipulability of our simple model framework allowed us to identify key atmos-
pheric mechanisms for the timing and abruptness of sea ice loss that would be hard to isolate in an atmospheric 
column such as that used by Abbot and Tziperman (2008), and certainly in a full complexity GCM. Specifically, 
we found that convective processes can narrow the CO2 range of sea ice bi-stability, but barely affect the CO2 
threshold of the sea ice tipping point as CO2 increases. Meanwhile, longwave temperature feedbacks play a major 
role in the timing of sea-ice loss and a minor role in the stability and abruptness of winter sea-ice loss. These 
results may help inform future observational and GCM-modeling studies of the Arctic that aim to improve sea ice 
projections; in particular, they indicate the importance of observing the lower atmospheric temperature, onsets of 
convection, and increases to surface longwave downwelling radiation in order to assess the evolving potential for 
abrupt sea ice loss. Our results also show that summer sea ice bi-stability is favored in the lower latitudes, where 
present-day sea ice loss is already occurring. This suggests that observational and modeling studies could look 
for signs of irreversibility in current summer sea ice loss, which would likely imply the irreversibility of winter 
sea ice loss as well.

Data Availability Statement
An implementation in Python 3.7 of the Arctic sea-ice box model with atmospheric feedbacks described in this 
work can be found at https://doi.org/10.5281/zenodo.7983226 (Hankel, 2023). The data from CanESM5 used for 
model validation is distributed by the Earth System Grid Federation (Cinquini et al., 2014) and can be down-
loaded at https://esgf-node.llnl.gov/search/cmip6/.
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