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ABSTRACT: Wintertime cold air outbreaks are periods of extreme cold, often persisting for several days and span-
ning hundreds of kilometers or more. They are commonly associated with intrusions of cold polar air into the midlati-
tudes, but it is unclear whether the air mass’s initial temperature in the Arctic or its cooling as it travels is the
determining factor in producing a cold air outbreak. By calculating air parcel trajectories for a preindustrial climate
model scenario, we study the role of the origin and evolution of air masses traveling over sea ice and land and resulting
in wintertime cold air outbreaks over central North America. We find that not all Arctic air masses result in a cold air
outbreak when advected into the midlatitudes. We compare trajectories that originate in the Arctic and result in cold
air outbreaks to those that also originate in the Arctic but lead to median temperatures when advected into the midlat-
itudes. While about one-third of the midlatitude temperature difference can be accounted for by the initial height and
temperature in the Arctic, the other two-thirds are a result of differences in diabatic heating and cooling as the air
masses travel. Vertical mixing of cold surface air into the air mass while it travels dominates the diabatic cooling and
contributes to the cold events. Air masses leading to cold air outbreaks experience more negative sensible heat flux
from the underlying surface, suggesting that preconditioning to establish a cold surface is key to producing cold air
outbreaks.

SIGNIFICANCE STATEMENT: Wintertime cold air outbreaks can cause temperatures to plummet tens of degrees
below freezing over the northern United States, with the potential to damage agriculture, infrastructure, and human
health. Accurate predictions under climate change could help mitigate these effects, but there is disagreement over
whether cold air outbreaks have declined in line with the already-observed global warming trend or persisted in spite of
it. Focusing on cold air outbreaks that originate from the Arctic, we find that there must be additional cooling of the
traveling air mass by mixing with very cold surface air as it moves south over North America in order to result in a cold
outbreak.
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1. Introduction

Wintertime cold air outbreaks (CAO) occur when surface
temperatures drop well below the climatological average.
They are most commonly defined as large-scale periods of ex-
treme cold persisting for several days and are often associated
with intrusions of cold polar air into the midlatitudes (Walsh
et al. 2001; Cellitti et al. 2006; Portis et al. 2006; Vavrus et al.
2006; Kolstad et al. 2010; Hankes and Walsh 2011; Smith and
Sheridan 2018). These cold air outbreaks are often associated
with the negative phase of the Northern Annular Mode/North
Atlantic Oscillation (Thompson and Wallace 2001; Hurrell
et al. 2003; Cellitti et al. 2006), which can be influenced by
sudden stratospheric warmings (Gerber et al. 2012; Hitchcock
and Simpson 2014; Kidston et al. 2015). Over the ocean, cold
air outbreaks can influence the extent of sea ice and the
strength of ocean circulations through bursts of strong air–sea
heat exchange (Kolstad et al. 2010; Papritz et al. 2015; Papritz

and Spengler 2017). Over land, their effects on humans are
more direct, as cold air outbreaks can damage agriculture and
infrastructure, put additional strain on energy systems, and in-
crease mortality (Quiroz 1984; Rogers and Rohli 1991; Smith
and Sheridan 2019). The largest impacts tend to occur in areas
where cold air outbreaks are rare (Smith and Sheridan 2019).
As a result, understanding the drivers of variability over space
and time and predicting how they will evolve, particularly in
the context of climate change, is key to improving forecasts
and preparedness.

In spite of a clear warming trend in the global average tem-
perature over the past several decades (Arias et al. 2021),
there is disagreement over whether a similar warming trend
has occurred in cold air outbreaks. Some studies have observed
a decrease in frequency, duration, and intensity of cold air
outbreaks over the last few decades (Hankes and Walsh 2011;
Robeson et al. 2014; Screen 2014; van Oldenborgh et al. 2019;
Smith and Sheridan 2020), following the trend in global aver-
age temperature. However, warm and cold extremes do not
necessarily track the mean response. Other studies have de-
tected no trend in cold air outbreaks (Walsh et al. 2001; PortisCorresponding author: Kara Hartig, kara_hartig@g.harvard.edu
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et al. 2006; Westby et al. 2013) or even a slight increase in re-
cent decades (Liu et al. 2012; Cohen et al. 2014), indicating
that some mechanism may be acting to maintain cold ex-
tremes in spite of the robust increase in average temperature.
This lack of consensus in observed trends highlights the need
to understand the mechanisms influencing cold air outbreaks
if we are to make reliable predictions.

Predicting the response of cold air outbreaks to future
warming must rely in large part on climate models, and while
most show a decline in cold air outbreaks by the end of the cen-
tury, the regional and near-term response is much more vari-
able. By the end of the century, there is near-universal
agreement across models that the global warming signal will
begin to dominate regional variability and cold air outbreaks
will decrease everywhere in a “business-as-usual” emissions
scenario (Vavrus et al. 2006; Gao et al. 2015). Regional varia-
tions will remain significant, as there are indications that re-
gions with a historically high occurrence will see a smaller
decline in cold air outbreaks (Gao et al. 2015), but all regions
are expected to see some decline by the year 2100. However,
near-term trends are much more variable. In some models,
there are regions with no trend or even a slight increase in
cold air outbreaks by midcentury (Vavrus et al. 2006), indi-
cating that many regions will continue to experience extreme
cold air outbreaks for decades to come.

Three main approaches have emerged to study the mecha-
nisms leading to cold air outbreaks, which we build upon in
this work. Idealized column models have demonstrated the
importance of radiative cooling, and particularly its enhance-
ment or suppression by liquid and ice condensates, in the for-
mation of cold continental air, but are unable to represent
mixing with surrounding air masses (Curry 1983; Cronin and
Tziperman 2015). Another approach is based on an Eulerian
breakdown of advection and other contributions to the tem-
perature budget in regions upwind of cold air outbreaks. This
Eulerian approach has identified the main processes affecting
cold air outbreaks to be horizontal advection, adiabatic heat-
ing through subsidence, and diabatic processes (Konrad and
Colucci 1989; Portis et al. 2006; Screen 2014; Wang et al.
2019). Such studies typically presupposed a particular path of
travel for cold air outbreaks and combined all diabatic pro-
cesses into a single term, which did not allow them to pick out
specific physical mechanisms responsible for the cold events.

Another approach uses Lagrangian trajectories of air masses
resulting in cold air outbreaks to track temperature changes
for individual air parcels in realistic flows over topography and
changing surfaces. However, such studies typically used the
change in potential temperature along the trajectory to deduce
the total diabatic heating and were therefore also unable to at-
tribute the temperature change to specific physical mechanisms
beyond, at best, surface fluxes and latent heating (Papritz et al.
2015; Papritz and Spengler 2017; Hermann et al. 2020). Using
the trajectory approach, Walsh et al. (2001) found that cold air
outbreaks over continental North America generally travel
southward and southeastward, carrying cold polar air out of
the Arctic and into the midlatitudes. Subsequent studies have
identified the Arctic Ocean and northern Canada as important
origin regions for cold air outbreaks, postulating that changes

in temperature there will directly affect the intensity of cold air
outbreaks downstream (Konrad and Colucci 1989; Kalkstein
et al. 1990; Hankes and Walsh 2011).

But origin alone may not determine a cold air outbreak, as
adiabatic and diabatic effects can also act to alter the temper-
ature of an air mass as it travels. Curry (1983) identified radia-
tive cooling, particularly by liquid and ice condensates, as a
key contributor to cold air formation using a column model.
Cronin and Tziperman (2015) found that in a warmer climate,
moist warm air coming from the ocean can lead to the forma-
tion of low clouds; the greenhouse effect of these clouds pre-
vents the formation of polar air masses and can dramatically
reduce the occurrence of cold events. André and Mahrt (1982)
found that both radiative cooling and upward mixing of cold
surface air are important in the formation of cold air masses
near the surface by analyzing radiosonde data of the winter-
time surface temperature inversion over land.

Our approach goes one step further, calculating Lagrangian
trajectories and breaking down the diabatic heating term into
contributions from radiation, latent heating, and turbulent
mixing to determine the physical mechanisms leading to cold
air outbreaks. Our objective is to examine the relative impor-
tance of origin versus diabatic evolution of air masses travel-
ing over sea ice and land, which result in midlatitude cold air
outbreaks over North America. To focus on natural variability
and avoid possible complicating factors due to a climate
change signal, we perform our analysis on a control run of a
prescribed SST atmospheric model run at fixed preindustrial
CO2 concentration. We identify cold air outbreaks over the
interior of North America, calculate 10-day back trajectories
for each, and analyze both the initial temperature and the
temperature tendencies due to different physical processes
along those trajectories. These trajectories are then compared
to those of air masses that follow a similar path out of the
Arctic but result in median temperatures on arrival in the
midlatitudes to isolate the characteristics that cause Arctic air
masses to become cold air outbreaks. With this approach, we
seek to address the following questions:

• To what extent does initial temperature versus diabatic
evolution determine whether an Arctic air mass becomes a
cold air outbreak?

• Which diabatic processes have the greatest contribution to
cold airmass development, and what characteristics of the
surface and atmosphere favor them?

Section 2 (methods) describes the climate model, identifica-
tion of cold air outbreaks and median-temperature events
(MTE), trajectory calculation, and selection of trajectories for
analysis. Section 3 (results) details our main findings: not all
Arctic air masses advected into the midlatitudes result in cold
air outbreaks. That is, low initial temperatures in the origin
region alone do not necessarily lead to a cold air outbreak.
Both longwave radiation and vertical mixing result in signifi-
cant temperature change along trajectories. We find that tra-
jectories leading to cold air events are more strongly affected
by vertical mixing than similar trajectories that lead to me-
dian-temperature events. Cold air outbreaks experience more
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negative sensible heat flux from the underlying surface and
are accompanied by lower net solar flux at the surface, indi-
cating that conditions favorable to cold air outbreaks include
the establishment of a cold surface.

2. Methods

We use climate model output from CESM1.2 (Hurrell et al.
2013) with CAM5 (Neale et al. 2012) to study cold air out-
breaks. We use a preindustrial climate scenario, with CO2 and
other constituents fixed at 1850 levels, along with prescribed
sea surface temperatures and sea ice at 0.98 3 1.258 resolution
with 30 vertical levels (component set F_1850_CAM5 with
resolution f09_f09). The model was run for 56 years with the
first few years discarded to allow for spin-up, resulting in
51 complete winters of data. Previous studies using Lagrangian
air parcel tracking generally use the ERA-Interim product
(Bieli et al. 2015; Papritz et al. 2015; Papritz and Spengler 2017;
Zschenderlein et al. 2019; Hermann et al. 2020), which has a
higher vertical resolution near the surface than our CAM con-
figuration (Dee et al. 2011). However, the model diagnostics
that enable us to break down the temperature change into dis-
tinct physical processes are not readily available in reanalysis
products, so we elected to use CAM with much higher tempo-
ral output frequency (every hour rather than the typical 6 h)
instead.

To investigate cold air outbreaks in this model, we began
by defining a sampling region 128 longitude 3 78 latitude in
the interior of North America (the black dashed box in Fig. 1;
438–508N, 928–1048W). The sampling region was selected to
overlap with a region of high cold air outbreak occurrence
(Walsh et al. 2001; Westby et al. 2013; Gao et al. 2015) while

remaining far enough from the Rocky Mountains to avoid di-
rect topographic effects for simplicity and small enough that it
is reasonable to average across distinct trajectories. Within
the sampling region, we calculated the winter surface temper-
ature anomaly as the hourly 2-m temperature minus the DJF
seasonal mean at each grid point, then sorted all temperature
anomalies from smallest to largest to construct a temperature
anomaly distribution. From this distribution, we drew 400 samples
from the coldest 5% and another 1000 samples from the median
10%, each sample at least 3 days apart from every other sample,
providing candidates for both cold air outbreaks and median-
temperature events.

From each event sample, representing a position in time,
latitude, and longitude, we calculated a 10-day back trajec-
tory. The back trajectory calculations were performed using
HYSPLIT, a trajectory and dispersion calculation tool devel-
oped by NOAA’s Air Resources Laboratory (Draxler and
Hess 1998, 1997; Draxler 1999; Stein et al. 2015). We found
that trajectories out of the Arctic, such as those used in this
study, travel through sharp vertical temperature inversions
and are frequently close to the topography, so it is particularly
important to accurately estimate the precise vertical position
within the inversion and height above the surface. To increase
the accuracy of the trajectories, we therefore improved the
precision of the input meteorological data [by adding varia-
bles that are the difference between the original (uncom-
pressed) and the packed (compressed) data and improve data
precision within HYSPLIT, for winds, temperature, and hu-
midity (DIFF; NOAA/ARL 2022)] and doubled the vertical
resolution of HYSPLIT’s internal sigma levels onto which the
meteorological data are interpolated. For each cold air out-
break or median-temperature candidate identified above, we

FIG. 1. Trajectories arriving in the study region (black dashed box) over North America. Each line represents a
10-day back trajectory for events drawn from the (a) coldest 5% and the (b) median 10% of the temperature anomaly
distribution in the study region over 51 winters of preindustrial CESM data. Gray lines show trajectory paths for
all 400 cold air outbreaks in (a) and 1000 median-temperature events in (b). The shaded beige region is a mask
(see section 2 for a description) used to select for the trajectories coming out of the Arctic analyzed in this study;
trajectories that never leave the mask are shown in blue for cold air outbreaks (the CAO sample) in (a) and in gold
for median-temperature events (the MTE sample) in (b).
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initialized a 10-day backward trajectory starting 100 m above
ground level at the grid point corresponding to the sampled
temperature anomaly, resulting in 400 cold air and 1000 me-
dian-temperature trajectories.

We found that while cold air outbreak candidates generally
travel out of the Arctic and southeastward over North Amer-
ica toward our sampling region (gray lines in Fig. 1a), median-
temperature candidate trajectories have a wider spread, often
passing over the Pacific (gray lines in Fig. 1b). To isolate the
mechanisms that determine whether an Arctic air mass be-
comes a midlatitude cold air outbreak, we want to compare
cold air outbreak trajectories to median-temperature trajecto-
ries that follow a similar path out of the Arctic but do not re-
sult in cold air outbreaks. To this end, we constructed a mask
(beige regions in Fig. 1) by combining all Northern Hemi-
sphere grid points with a land fraction greater than 80% or a
DJF-averaged sea ice fraction greater than 10%. We shrank
the mask an additional 78 longitude away from all coasts, then
selected only those trajectories that remained on the mask
(i.e., stayed over land or sea ice) for all 10 days. The on-mask
trajectories, CAO (275 trajectories) and MTE (262 trajectories),
form the study sample used throughout the analysis that follows
and are shown in blue for CAO and gold for MTE in Fig. 1.

Meteorological variables were traced along each trajectory
offline by interpolating data output by CESM directly onto
those trajectory positions. The trajectories output by HYSPLIT
list the latitude, longitude, and pressure of the air parcel every
hour. For a given trajectory, the interpolation of meteorological
variables was done point by point, first interpolating the vari-
able in time, latitude, and longitude onto the trajectory position,
converting from CAM’s hybrid sigma-pressure vertical coordi-
nate into pressure levels and then interpolating onto the air par-
cel’s pressure in the vertical. In this way, we reconstruct the
evolution of a variety of meteorological variables along the tra-
jectory paths throughout the following analysis.

3. Results

Figures 1a and 1b show the trajectory paths for all samples
(gray lines) from the coldest 5% (400 trajectories) and median

10% (1000 trajectories) of wintertime temperature anomalies
in central North America. Cold air outbreaks generally travel
out of the Arctic and southward or southeastward along the
Rocky Mountains before arriving in the middle of the conti-
nent, whereas median-temperature events have a wider spread
and travel more eastward off of the Pacific Ocean. However,
not all Arctic air masses result in a cold air outbreak when
advected into the midlatitudes; 76% of cold air outbreak trajec-
tories spend time north of the Arctic Circle in the 10 days
preceding the cold event, but 41% of median-temperature
events do as well. This observation motivated us to subsam-
ple both cold air outbreak and median-temperature trajecto-
ries to distinguish which characteristics determine whether
the arrival of an Arctic air mass results in a midlatitude cold-
air outbreak. We selected 275 CAO and 262 MTE trajectories
that all follow a similar path out of the Arctic to use throughout
the rest of this study, shown in color in Fig. 1 (see section 2 for
the selection method).

Subseasonal variations in climatology play a relatively mi-
nor role in the difference between our CAO and MTE. The
distributions of cold air outbreaks and median-temperature
events during the winter are shown in Fig. 2. Negative winter-
time temperature anomalies over central North America,
corresponding to cold air outbreaks as defined in our method-
ology, are somewhat more common in January, while the
probability of median-temperature events is nearly constant
across the winter months (colored dashed outlines). Our
MTE sample (selected, as explained in section 2, to exclude
travel over open ocean) shows greater seasonality than me-
dian-temperature events overall, as we see in Fig. 2b where
the filled gold bars are less concentrated in late December
and more in February than the dashed gold outline. The
subseasonal variability in Fig. 2 implies that Arctic air
masses traveling south in late December and January are
relatively more likely to produce cold air outbreaks, while
those traveling in February are more likely to produce
median-temperature events. Rather than remove the sub-
seasonal variation at the event identification step by sub-
tracting the weekly mean instead of the seasonal mean, we

FIG. 2. Probability distribution function of events sampled within the DJF winter season is shown for (a) all sampled
cold air outbreaks (400 events; blue dashed outline) and the corresponding study sample CAO (275 events; blue solid
bars) and for (b) all sampled median-temperature events (1000 events; gold dashed outline) and the corresponding
study sample MTE (262 events; gold solid bars). The horizontal black dotted line represents the probability density
expected if events were equally likely to occur across all of DJF.
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incorporate the subseasonal variability between CAO and
MTE into our discussion of the differing physical mecha-
nisms below.

Not all Arctic air masses result in cold air outbreaks, but is
that a result of differences in initial temperature or in evolu-
tion along the trajectory? Figure 3a shows that initial temper-
ature alone does not determine a cold air outbreak: CAOs
and MTEs have a similar distribution of initial temperature
10 days before arriving in the midlatitudes (Fig. 3a), while the
temperature evolution along each trajectory (Fig. 3b) demon-
strates that CAO air masses (blue in the figure) generally cool
over the first 6 days and then warm slightly for the final 4 days,
while MTEs (gold) maintain temperature for 4 days and then
warm. There are a handful of CAO trajectories with the same
final temperature as MTEs (see overlap in histograms in
Fig. 3c), which is both because the event sampling was based
on 2-m temperature while the trajectories end at 100 m and
because the DJF climatology varies across the sampling re-
gion such that a cold anomaly at one end may have the same
temperature as a median anomaly at another. Dry static en-
ergy (DSE), which is conserved under adiabatic compression
and expansion under the hydrostatic approximation, is also
shown (Figs. 3d–f):

DSE 5 cpT 1 gz, (1)

where T is temperature, g is gravitational acceleration, cp is
the specific heat of air, and z is geopotential height. When
analyzing and showing dry static energy throughout this pa-
per, it is divided by the specific heat of air cp to give it units
of temperature. While the initial DSE is 3 K warmer for
MTEs on average (Fig. 3d), the difference on arrival in the
sampling region is considerably larger (15 K; Fig. 3f). The
divergence of DSE over time (Fig. 3e) indicates that adia-
batic compression and expansion are not solely responsible

for the difference in temperature trends, and indeed the air
parcel height above the ground has nearly the same distribu-
tion over time across CAO and MTE trajectories (not
shown). Diabatic processes therefore must play a significant
role in the temperature evolution of CAO and MTE air
masses.

To study the causes of temperature and DSE changes along
each trajectory, we investigate the temperature tendencies
due to distinct physical processes. In CAM, the temperature
rate of change at each grid point can be decomposed for each
time step as

Ṫ 5 Ṫphysics 1 Ṫdynamics 1 Ṫ fix; (2)

Ṫdynamics is calculated by the dynamical core and accounts
for advection, adiabatic compression and expansion, and the
hopefully small divergence damping (Neale et al. 2012). The
term Ṫ fix is a very small energy correction that ensures
the conservation of global energy. The model physics con-
tribution Ṫphysics can be further decomposed into distinct
physical processes:

Ṫphysics 5 M 1 SW 1 LW 1 VT 1 TTGWORO, (3)

where the terms on the right are the temperature tendency
due to moist processes (M), shortwave radiation (SW), long-
wave radiation (LW), vertical mixing (VT) (or vertical diffu-
sion, which includes surface fluxes at the lower boundary),
and gravity wave drag (TTGWORO).

In a Lagrangian frame following an air parcel trajectory, the
dynamical component Ṫdynamics in Eq. (2) can be eliminated by
using DSE [Eq. (1)] as the state variable instead of tempera-
ture. The change in DSE over a specified length of time along
a Lagrangian air parcel trajectory can be decomposed into a
direct sum of diabatic temperature tendencies:

FIG. 3. (left) Initial distribution and (right) final distribution of (a),(c) temperature and (d),(f) DSE are shown for all CAO (blue) and
MTE (gold) trajectories. (b),(e)Their evolution over each 10-day back trajectory, represented by the ensemble average (solid line) and
one standard deviation (shading) across all trajectories for each case (275 CAO and 262 MTE). DSE is divided by specific heat cp to give
units of temperature. Given that CAO and MTE trajectories have similar DSE distributions 10 days before arriving in the midlatitudes,
one concludes that the initial state alone does not determine whether an Arctic air mass becomes a cold air outbreak.
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DSE
·

5 M 1 SW 1 LW 1 VT 1 TTGWORO 1 Ṫ fix

’ M 1 SW 1 LW 1 VT; or

DDSE ’

�
(M 1 SW 1 LW 1 VT) dt

5

�
Ṫphysics dt, (4)

where the second line and beyond drop TTGWORO and Ṫ fix,
both of which are at least two orders of magnitude smaller
than all other terms in the region of interest. Equation (4) rep-
resents a DSE budget in the Lagrangian frame, where the left-
hand side is the change in instantaneous DSE over a given
time period, and the right-hand side is the integral of the aver-
age temperature tendency over that same time period. In line
with this convention, plots and analysis of DSE throughout this
paper use instantaneous values, while those of temperature
tendencies and all other variables use hourly averages. We can
interpolate each of the temperature tendency terms on the
right-hand side onto trajectory paths calculated by HYSPLIT
to get the contribution of each physical process to the change
in DSE along that trajectory.

The contributions of distinct diabatic processes to DSE
change along Arctic air parcel trajectories are shown by the
blue CAO and gold MTE curves in Fig. 4. The integrated to-
tal physics temperature tendency

�
Ṫphysics dt (Fig. 4b) demon-

strates that CAO air masses undergo more diabatic cooling
than their MTE counterparts, for a total of 210 K versus
16 K over the 10-day trajectories on average. As the DSE
10 days before arrival in the midlatitudes was roughly 3 K
cooler for CAOs (recall the initial DSE distributions in
Fig. 3d), the additional diabatic cooling of216 K would result
in a DSE difference between CAOs and MTEs on arrival of
just under 20 K. One would expect, given Eq. (4), that the
integrated total temperature tendency (right-hand side) is
equal to the total change in DSE (left-hand side) along a
trajectory. However, the difference in total temperature ten-
dency between CAO and MTE is about 20 K, while the differ-
ence in DSE change is 15 K. This mismatch is due to budget
closure errors (Fig. 3l) that will be discussed later in this section.

The physical process that dominates the difference in total
temperature tendency over 10-day trajectories between CAO
and MTE is vertical mixing VT. The vertical mixing tendency,
integrated over a 10-day trajectory, is23.56 11 K on average
for CAOs versus 113.5 6 13 K for MTEs, giving a 17-K
difference between CAOs and MTEs. The histograms of the
total contribution of VT have the least overlap of any temper-
ature tendency component (Fig. 4d). This is also reflected in
the fact that the blue CAO curve is below the gold MTE
curve most of the time in Fig. 4c. Tendencies due to longwave
radiation LW are on the order of 210 K over each trajectory,
but both CAO and MTE trajectories experience a similar mag-
nitude of longwave cooling (Fig. 4f). The contributions of latent
heating (moist processes M) and shortwave absorption by the
air parcel SW are negligible (on the order of 1 K in Figs. 4h,j).

As LW and VT are the largest contributions to Ṫphysics, it is
worth discussing their behavior in more detail. LW is small in

magnitude on an hourly basis, which we can see by comparing
hourly LW evolution in Fig. 4e to the total physics tendency
in Fig.4a. But the LW contribution is consistent over the en-
tire trajectory path, such that the integrated LW contribution
(Fig. 4f) is a significant component of

�
Ṫphysics dt (Fig. 4b). By

contrast, VT along individual trajectories is usually zero, with
infrequent but high-magnitude excursions into strong cooling
or warming. The episodic behavior of VT is evident in the
larger standard deviation relative to LW in Figs. 4c and 4e, as
the average standard deviation along a trajectory is on the or-
der of 0.5 K h21 for VT versus 0.05 K h21 for LW. The large
standard deviation for VT indicates that a relatively small
number of intense vertical mixing episodes may be an im-
portant factor in determining whether or not an Arctic air
mass becomes a cold air outbreak. We also note that the rel-
atively coarse vertical resolution of the model near the sur-
face (50–100 m) may affect the relative contribution of vertical
mixing. Repeating this analysis with a higher-resolution model
would increase confidence in these results.

To understand the role of vertical mixing temperature ten-
dency VT, we note that it contains contributions due to verti-
cal eddy diffusion with a diffusion coefficient KH, a nonlocal
mixing term gH, heating due to kinetic energy dissipation D,
and surface sensible heat flux (SHF), which is incorporated
into VT only at the lowest model level. Of these, the sensible
heat flux shows the most significant difference between CAO
and MTE. To demonstrate its impact on vertical mixing VT,
Fig. 5 shows the surface sensible heat flux after masking to re-
turn zero when the corresponding trajectory height is above
100 m, isolating the region sufficiently close to the surface for
the sensible heat flux to contribute to the vertical mixing ten-
dency (VT).

We cannot entirely rule out significant contributions due to
eddy diffusivity KH and nonlocal mixing gH, as computational
limitations and available model diagnostics prevented us from
retrieving these variables over the 51 years under study here.
However, based on a detailed analysis of one winter of model
output (not shown), we found that the eddy diffusivity KH

and nonlocal mixing gH tend to be much smaller in magnitude
when VT , 0 than when VT . 0, so they are unlikely to be
responsible for the cooling along CAO trajectories.

The above discussion of the sensible heat flux suggests that
the surface energy balance under the moving air parcels can
lead to additional insights into the conditions affecting Arctic
airmass transformation. Figure 6 shows the terms of the sur-
face energy balance. The downwelling longwave flux holds
approximately constant along CAO trajectories but rises
steadily along MTE trajectories and then rises abruptly on the
final day (Fig. 6c). The upwelling longwave flux exhibits simi-
lar behavior (Fig. 6e), consistent with a cold surface underly-
ing CAOs and a warmer surface for MTEs (Fig. 6i). The net
solar flux is slightly higher on average for MTEs (Fig. 6h), cor-
responding to more heat absorption by the surface. Some of
the differences in net solar flux could result from subseasonal
variability, as MTEs are relatively more likely to occur in
February (Fig. 2) when the polar night is shorter. All of the
terms affecting the surface energy budget contribute to a colder
surface underlying CAO trajectories than MTE trajectories
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FIG. 4. (a) The evolution of total physics temperature tendency and (c),(e),(g),(i) each of its
four major components, with (b),(d),(f),(h),(j) histograms of the integral of each tendency
over each trajectory. (k) The hourly budget closure residual (DSE2 Ṫ physics) and (l) the
total budget closure residual over all 10 days (DDSE2

�
Ṫ physics dt). The total physics temper-

ature tendency in (b) demonstrates that, on average, CAO air masses cool on the order of
210 K while MTEs warm by16 K. Vertical mixing in (d) dominates the difference in diabatic
heating and cooling between CAO and MTE trajectories.
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(expressed by the 2-m temperature in Figs. 6i,j), consistent
with the role of cooling by sensible heat flux demonstrated
in Fig. 5.

It is important to quantify the uncertainty in the above in-
terpretation of the temperature tendency components. The
DSE budget should, by breaking down the change in DSE
into the temperature tendency from each physical process in
the model, allow for the direct attribution of temperature
changes to mechanisms like latent heating and longwave radi-
ative cooling. Previous studies using Lagrangian trajectories
have generally looked at the change in potential temperature
alone and from that deduced (by conjunction with specific hu-
midity or surface fluxes) or speculated the physical processes
responsible (Papritz et al. 2015; Papritz and Spengler 2017;
Zschenderlein et al. 2019; Hermann et al. 2020). However, be-
cause we attempt a more detailed analysis by explicitly calcu-
lating each component of diabatic temperature change and
comparing it to the change in DSE, we find that the DSE bud-
get along individual trajectories does not close exactly. That
is, the integral of the total diabatic temperature tendency over
a trajectory

�
Ṫphysics dt is generally not exactly equal to the

total DSE change along the trajectory DDSE, as shown in
Fig. 4l. This is most likely the result of imperfect trajectory
calculations due to the necessary discretization of space and
time. The budget closure difficulties may result from advec-
tion errors in CAM that lead to implicit artificial mixing due
to the discretization of the advection terms (Durran 2010).
Such mixing would affect the time rate of change in the Euler-
ian model but would not lead to budget closure problems
there. However, in a Lagrangian framework, where the advec-
tion is replaced by a trajectory calculation, the artificial mixing
is not present, leading to budget closure problems. Another
source of difficulties may be interpolation errors in HYSPLIT
in the presence of strong vertical temperature gradients,
where small errors in the vertical location can lead to large
changes in DSE even in the absence of diabatic forcing. We
found the budget closure error to be negligible when applying
our methodology in a midlatitude region with no surface inver-
sions (not shown), whereas the CAO andMTE trajectories an-
alyzed here frequently experience strong surface temperature

inversions (dDSE/dz . 0 at most times along almost all
CAO and MTE trajectories, not shown). The above chal-
lenges with trajectory calculation mean that relying solely
on DSE changes along a trajectory to diagnose diabatic tem-
perature changes is not necessarily more reliable than using
the temperature tendencies output by the model, hence our
decision to use both.

The departure from budget closure accumulated across
all 10 days of each trajectory, shown in Fig. 4l as
DDSE2

�
Ṫphysics dt, is19.56 11 K for CAOs and15.66 10 K

for MTEs, which in some cases is on the order of the total
change in DSE. There is a systematic element to this error, as
the total change in DSE tends to be greater than the total
physics temperature tendency (average residual. 0 in Fig. 4l).
Focusing on the difference between CAOs and MTEs elimi-
nates some of the systematic error. The total change in DSE
along the 10-day trajectory is 11.6 K more negative on average
for CAOs than for MTEs (16-K difference in total tempera-
ture tendency), which is greater than the difference in the bud-
get closure error. This bolsters our confidence in the results,
especially given the fairly large sample sizes (.250 in each
case) and the separation of the distributions of integrated dia-
batic temperature tendencies

�
Ṫphysics dt between CAO and

MTE trajectories (Fig. 4b). Overall, while our attempt to cal-
culate a budget for traveling air parcels is potentially an im-
provement over previous studies that assumed all changes in
DSE represent diabatic temperature effects, our budget clo-
sure errors indicate that this approach needs to be further
improved.

Large-scale dynamics also play an interesting role, as seen
in Fig. 7. We constructed composites across all CAO and all
MTE events of the sea level pressure and total cloud fraction
fields on the day the events were identified, then subtracted
MTE from CAO to display the difference between the two
cases. The strongest signal is over the sampling region itself,
where the CAO composite has a sea level pressure almost
15 hPa higher than the MTE case, shown in Fig. 7a. The sea
level pressure anomaly composites for CAO and MTE indi-
vidually (not shown) confirm that the difference between
CAO and MTE is driven by a positive anomaly during CAOs

FIG. 5. Surface sensible heat flux, masked to only include values when the trajectory height is less than 100 m and to
return zero otherwise, roughly corresponding to heights at which the sensible heat flux contributes to vertical mixing
temperature tendency (VT). (a) The ensemble average across all trajectories (solid line) plus and minus one standard
deviation (shaded region) in blue for CAO and gold for MTE trajectories. (b) The distribution across the CAO and
MTE cases of the average value along each trajectory. The dashed gray lines correspond to zero.
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FIG. 6. Surface energy fluxes underlying trajectories are shown, with (a),(c),(e),(g) their evolution as a func-
tion of time and (b),(d),(f),(h) the distribution of average values . The evolution plots show the ensemble aver-
age across all trajectories (solid line) plus and minus one standard deviation (shaded region) in blue for CAO
and gold for MTE trajectories. The histograms show the distribution across the CAO and MTE cases of the
average value along each trajectory. (i),(j) The 2-m temperature underlying each trajectory as a proxy for the
surface temperature to assist in interpretation. The dashed gray lines correspond to zero, while positive values
indicate downward energy flux and negative values indicate upward [except for sensible heat flux in (a) and
(b), where positive values correspond to warming of near-surface air and negative to cooling].
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rather than a negative anomaly during MTE. A higher sea
level pressure is consistent with more subsidence during
CAOs than MTEs, which is reflected in the corresponding de-
crease in cloud cover in Fig. 7b. The difference in cloud cover
is driven by a decrease in both low- and midlevel clouds for
CAO (not shown). While subsidence is usually also associated
with warming, these air parcels are already close to the
ground (recall that the back trajectories are initiated at 100 m
on day 0), so large-scale subsidence acts primarily to clear
cloud cover and keep downwelling longwave fluxes low in the
final day of CAOs. The effect on the downwelling longwave
flux (_LF) is evident in Fig. 6c, where _LF continues to rise
for MTE in the final day but levels off for CAO. In principle,
sea level pressure could direct trajectories along different
paths for CAOs versus MTEs. However, given that the trajec-
tory paths for CAOs and MTEs are similar by construction
(Fig. 1) and the air parcel heights do not noticeably differ (see
discussion of Fig. 3), we do not expect the large-scale dynam-
ics to be different preceding the two cases. On the other hand,
large-scale dynamics could contribute to the preconditioning
that establishes surface temperature differences underlying
CAOs and MTEs (see discussion of Fig. 6).

4. Conclusions

Wintertime cold air outbreaks are periods of extreme cold,
often persisting for several days and spanning hundreds of
kilometers or more, that are commonly associated with intru-
sions of cold polar air into the midlatitudes (Walsh et al. 2001;
Cellitti et al. 2006; Portis et al. 2006; Vavrus et al. 2006;
Kolstad et al. 2010; Hankes and Walsh 2011; Smith and Sheri-
dan 2018). Despite a clear warming signal in average tempera-
tures, there is a lack of consensus in the literature on whether
continental cold air outbreaks have declined over the past
several decades (Walsh et al. 2001; Portis et al. 2006; Hankes
and Walsh 2011; Liu et al. 2012; Westby et al. 2013; Cohen
et al. 2014; Robeson et al. 2014; Screen 2014; van Oldenborgh
et al. 2019; Smith and Sheridan 2020), indicating that there

may be some mechanism to maintain them in spite of the
overall warming trend.

In this work, we set out to examine the relative importance
of the initial temperature of an air mass originating in the
Arctic versus diabatic warming and cooling of the air mass on
its way into the midlatitudes to result in a cold air outbreak
over North America. We study the processes affecting air par-
cels traveling over sea ice and land on their way to causing
cold air outbreaks by comparing them to those that follow a
similar path but result in median temperatures upon arrival in
the midlatitudes.

Previous studies of cold air outbreak origins identified the
Arctic as an important source region and then implicitly as-
sumed that cold initial temperatures would lead to cold air
outbreaks when advected into the midlatitudes (Kalkstein
et al. 1990; Walsh et al. 2001; Hankes and Walsh 2011). How-
ever, we find that there is significant overlap in the initial dry
static energy distributions of wintertime Arctic air masses
leading to CAOs versus those leading to MTEs upon arrival
in the midlatitudes. Diabatic processes, therefore, must play a
significant role in the development of cold air outbreaks.

We consider temperature tendencies from distinct diabatic
processes along each trajectory to determine the mechanisms
controlling diabatic temperature evolution. We find that long-
wave radiative cooling and vertical mixing are the two domi-
nant contributors to temperature evolution along both CAO
and MTE trajectories, whereas shortwave radiative heating
of the air parcel and latent heating are negligible. However,
it is vertical mixing that sets cold air outbreaks apart from
median-temperature events, causing, on average, 17 K more
cooling over 10 days for CAO versus MTE trajectories. Ex-
amining the contributions to the vertical mixing term, we find
that the surface sensible heat flux generally cools CAO air
parcels as they travel near the lowest model level but warms
MTEs. The cooling of CAOs due to sensible heat flux is con-
sistent with the colder surface and smaller net surface short-
wave radiation we find to be underlying these trajectories.

FIG. 7. The difference, calculated as CAO minus MTE, in composites of (left) sea level pressure and (right) verti-
cally integrated total cloud fraction. Each composite is an average over all events in the corresponding study sample
(275 for CAO, 262 for MTE) of the meteorological field at the time the event was identified within the sampling re-
gion (black dashed box).
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Seasonality plays some role, as Arctic air masses are more
likely to develop into CAOs in midwinter, while MTEs are
relatively more likely in February when the days are longer.
However, given that the initial temperature distributions for
CAOs and MTEs are nearly the same, the seasonality is ex-
pressed primarily through differences in the net surface short-
wave flux that support a colder or warmer underlying surface
along the path of travel into the midlatitudes. Subsidence
over the cold air outbreak region on the final day can also,
perhaps counterintuitively, help to maintain cold tempera-
tures near the surface. Subsidence results in adiabatic warm-
ing, leading to drying of the mid- and lower troposphere that
clears out low and midlevel clouds, allowing longwave radia-
tion from the surface to escape to space.

In summary, our results suggest that cold air outbreaks
resulting from Arctic air masses require strong cooling from
surface sensible heat fluxes during their journey into the mid-
latitudes. Diabatic cooling from longwave radiation is reinforced
by these sensible heat fluxes and the redistribution of the cooled
surface air up into the air column by vertical mixing.

Our results are confined to a preindustrial climate scenario,
but based on the mechanisms identified, we can speculate on
how cold air outbreak development might change in a warmer
climate. Surface sensible heat fluxes appear to be key in cooling
Arctic air masses. Temperature contrasts between low-lying air
and the underlying surface drive sensible heat fluxes, implying
a role for preconditioning of the surface. We identified differ-
ences in the net solar flux at the surface (Fig. 6h) as a possible
contributor to differences in sensible heat flux and surface tem-
perature for CAOs and MTEs (Figs. 5 and 6b). As sea ice re-
treats and the Arctic Ocean is exposed in a warming climate,
air masses are likely to encounter more upward turbulent heat
fluxes from the ocean in the Arctic. Decreases to surface albedo
as snow cover retreats earlier in the winter will likely also con-
tribute to a warmer land surface and more positive sensible
heat flux, potentially inhibiting the development of Arctic
cold air outbreaks. But sea ice in the Arctic and snow cover in
high-latitude North America are subject to large regional and
temporal variability (Cavalieri and Parkinson 2012; Mudryk
et al. 2020), and snow cover in particular does not necessarily
decrease consistently with warming (Brown 2000). This sensi-
tivity may help explain the regional and temporal variability
of cold air outbreak trends that is demonstrated by the lack of
consensus regarding a global warming signal in observations
(Walsh et al. 2001; Portis et al. 2006; Hankes and Walsh 2011;
Liu et al. 2012; Westby et al. 2013; Cohen et al. 2014; Robeson
et al. 2014; Screen 2014; van Oldenborgh et al. 2019; Smith
and Sheridan 2020) and by disagreement across CMIP models
(Vavrus et al. 2006).

There are a few caveats to the applicability of our results
that are important to keep in mind. The main quantitative
limitation is in the lack of closure of the dry static energy bud-
get, discussed in section 3. The budget error along individual
trajectories (change in DSE along the trajectory is not exactly
equal to the sum of all time-integrated diabatic temperature
tendencies) can be large. However, focusing as we do on the
difference between the two populations of CAO and MTE tra-
jectories still reveals significant differences in vertical mixing

and sensible heat flux, which are the dominant players in
our proposed mechanism for the difference between CAO
and MTE events. Regardless of such errors, our approach
still represents a more detailed analysis than was possible in
previous studies, which combined all diabatic processes into
a single diabatic tendency term as mentioned in the intro-
duction; we find that longwave radiation and vertical mixing
are significant contributors to temperature change, while
latent heating and shortwave radiative heating of the air
parcel have little effect. We also note that the relatively
coarse vertical resolution of the model near the surface may
affect the relative contribution of vertical mixing. The other
main limitation of our study is by design, as we chose to
focus specifically on air masses that are Arctic in origin and
share a similar path of travel into a specific region within
North America. Our results, therefore, may not generalize
to all cold air outbreaks, as they represent a narrow subset
of source regions and paths of travel. We made this choice
to focus on the subset of trajectories that originate in the
Arctic, as these are most representative of the typical path
of travel for continental cold air outbreaks (Walsh et al.
2001; Hankes and Walsh 2011). Focusing on such air masses
of Arctic origin also helps us isolate the relative influence of
origin versus evolution on the eventual midlatitude temper-
ature, which in turn constrains our ability to generalize.
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