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ABSTRACT

Sudden stratospheric warming (SSW) events influence the Arctic Oscillation and midlatitude extreme

weather. Observations show SSW events to be correlated with certain phases of the Madden–Julian oscil-

lation (MJO), but the effect of theMJOon SSW frequency is unknown, and the teleconnectionmechanism, its

planetary wave propagation path, and time scale are still not completely understood. The Arctic stratosphere

response to increased MJO forcing expected in a warmer climate using two models is studied: the compre-

hensive Whole Atmosphere Community Climate Model and an idealized dry dynamical core with and

without MJO-like forcing. It is shown that the frequency of SSW events increases significantly in response to

stronger MJO forcing, also affecting the averaged polar cap temperature. Two teleconnection mechanisms

are identified: a direct propagation of MJO-forced transient waves to the Arctic stratosphere and a nonlinear

enhancement of stationary waves by the MJO-forced transient waves. The MJO-forced waves propagate

poleward in the lower stratosphere and upper troposphere and then upward. The cleaner results of the

idealized model allow identifying the propagating signal and suggest a horizontal propagation time scale of

10–20 days, followed by additional time for upward propagation within the Arctic stratosphere, although

there are significant uncertainties involved. Given that the MJO is predicted to be stronger in a warmer

climate, these results suggest that SSW events may become more frequent, with possible implications on

tropospheric high-latitude weather. However, the effect of an actual warming scenario on SSW frequency

involves additional effects besides a strengthening of the MJO, requiring further investigation.

1. Introduction

Major sudden stratospheric warming (SSW) events

occur in theArctic stratosphere at a frequency of about

six events per decade and involve a reversal of the

stratospheric vortex, accompanied by a steep rise

of the polar cap temperature (Craig et al. 1959;

Limpasuvan et al. 2004). SSW events affect, within

weeks to months, the tropospheric jet, the Arctic Os-

cillation, midlatitude blocking systems, and extreme

weather events (Baldwin and Dunkerton 1999; Gerber

and Polvani 2009; Harnik and Lindzen 2001;

Thompson et al. 2002; Cohen et al. 2007; Kolstad et al.

2010). The long time scale of downward propagation of

stratospheric signals (Cohen et al. 2007; Kushner and

Polvani 2004) and the potential teleconnection with

the tropical variability modes (e.g., MJO, Garfinkel

et al. 2012a) may extend the predictability of these

systems. In global warming scenarios, some general

circulation model (GCM) studies find an increased

frequency of SSW events (Schimanke et al. 2013;

Bellet al. 2010; Charlton-Perez et al. 2008), but these

results are not conclusive (Butchart et al. 2000;McLandress

and Shepherd 2009; Mitchell et al. 2012), requiring a

deeper understanding on the mechanisms involved

and the role of different forcing factors.

The triggering of SSW events involves upward-

propagating planetary waves (Matsuno 1971; Limpasuvan

et al. 2004), which were shown to be related to tropo-

spheric sea level pressure patterns, October Eurasian

snow cover, sea surface temperature, andmore (Hardiman

et al. 2008; Garfinkel andHartmann 2008; Garfinkel et al.

2010; Hurwitz et al. 2012). The Arctic stratosphere, and
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SSW events in particular, are known to be affected by

tropical variability as well, including the quasi-biennial

oscillation (Holton and Tan 1980; Garfinkel et al. 2012b)

and the Madden–Julian oscillation (MJO) (Garfinkel

et al. 2012a).

Our concern here is the teleconnection between the

MJO (Madden and Julian 1971; Zhang 2005) and SSW

events. The MJO, an eastward-propagating tropo-

spheric convection center in the equatorial Indian

Ocean and Pacific sectors, is the dominant intraseasonal

tropical variability mode. Recent work demonstrated

that it affects the polar stratospheric vortex (PSV) and

SSW events using both reanalysis data and an atmo-

spheric model (Liu et al. 2014; Garfinkel et al. 2012a,

2014). Polar vortex weakening was also shown to be

related to tropical convection in observations by Goss

et al. (2016).

The MJO, with its dominant zonal wavenumbers of 1

or 2 (Wheeler and Kiladis 1999), efficiently excites

planetary waves that propagate to higher latitudes

(Karoly and Hoskins 1982). It was shown in reanalysis

data and models to be related to high-latitude tropo-

spheric variability, including Northern Hemisphere

blocking, stronger upward Eliassen–Palm (EP) flux in

the midlatitudes, the Pacific–North American pattern,

and a warmer Arctic surface (Yoo et al. 2012b, 2014,

2012a; Cassou 2008). Both observations (Slingo et al.

1999; Hendon et al. 1999; Jones and Carvalho 2006;

Oliver and Thompson 2012) and models (Lee 1999;

Caballero and Huber 2010; Schubert et al. 2013; Arnold

et al. 2013, 2014) indicate that MJO activity is expected

to strengthen in a warmer climate.

While most GCMs have difficulties simulating the

MJO, a previous study (Arnold et al. 2014), using the

superparameterized Community Earth System Model

(SP-CESM), which produces a fairly realistic MJO

simulation, showed that the MJO is expected to

strengthen under a higher CO2 scenario and showed the

mechanism to be due to the steepening of the moist

static energy profile in awarmer climate. The same study

also noted a warmer Arctic stratosphere during winter

and speculated that this may be related to MJO-related

wave fluxes. Our main result here is that the frequency

of SSW events increases, the Arctic stratosphere warms,

and the polar night jet weakens as a result of stronger

MJO forcing, consistent with and explaining the findings

of Arnold et al. (2014).

We are also concerned here with three specific ques-

tions regarding the MJO–SSW teleconnection. The first

is the time scale of the teleconnection. Garfinkel et al.

(2012a) showed a warming of the polar vortex 10 days

after MJO phase 7 and another one about a month after

MJO phases 2 and 3, leaving the teleconnection time

somewhat uncertain. Because the MJO is quasi peri-

odic, an observed connection seen after a given MJO

phase may be either a slow response to earlier phases

or a faster response to later phases. To reduce the

ambiguity in the teleconnection time scale, it is useful

to understand the physical processes involved. We an-

alyze the teleconnection time scale for this path,

starting with a horizontal propagation from the tropics

and followed by additional time for vertical propaga-

tion within the Arctic stratosphere, although we also

note some caveats that may affect the specific time

scales deduced. The second issue of interest here is the

teleconnection path. Garfinkel et al. (2014) showed

evidence that, through constructive interference with

climatological stationary waves, the perturbation as-

sociated with MJO phase 7 (3) leads to an in-phase

strengthening (out-of-phase weakening) of the eddy

meridional heat flux, but they did not discuss the path

of propagation. We show that there is an MJO-forced

wave train propagating poleward and upward through

the upper troposphere and lower stratosphere to the

Arctic stratosphere, which is consistent with the

abovementioned teleconnection time. The third spe-

cific issue examined here involves the way the MJO

waves affect SSW events. We demonstrate two differ-

ent mechanisms in which the MJO-forced transient

waves affect SSW events, both distinct from the con-

structive interference discussed by Garfinkel et al.

(2014): via a direct propagation of these transient

waves and a corresponding EP flux into the polar cap

and, distinctly, via a nonlinear interaction with the

climatology that changes the stationary wave forcing.

To address these issues, we use both an idealized

atmospheric model based on the Community Atmo-

spheric Model (Neale et al. 2010), with and without the

artificial wavenumber 1 (k 5 1) MJO forcing, and the

comprehensive Whole Atmosphere Community Cli-

mate Model (WACCM; Marsh et al. 2013) with and

without enhanced convective entrainment rate to

strengthen the MJO variability. The two models

complement each other, providing both simplicity of

analysis and realism; the idealized model enables a

clean diagnosis of teleconnection propagation signals,

and WACCM adds to the relevance of the idealized

model results.

In the following section we present the two models

used, the MJO forcing structure added to the idealized

model, and the modification of convection coefficients

used to enhance the MJO signal in WACCM in order to

study theArctic stratospheric response.WhileWACCM

simulates a too-weak MJO like most GCMs, the ad-

justed convection coefficients strengthen the MJO sig-

nal, although this affects the realism of other aspects of
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the model. Yet WACCM still provides a more realistic

check on our results than is possible with the idealized

GCM. We then present the results (section 3), showing

the increased SSW frequency in bothmodels, analyze the

heat budget of the Arctic stratosphere with and without

the MJO forcing, show evidence for the propagation of

MJO-forced transient waves to the Arctic stratosphere,

and analyze the stationary wave response affecting the

Arctic stratosphere. We provide conclusions in section 4.

2. Methods

a. Idealized model configuration

The idealized model experiments are configured

based on the idealized physics component set in the

Community Earth System Model (CESM), version

1.2.2 (Neale et al. 2010), which follows Held and Suarez

(1994). Radiation and convection are replaced by a

restoring term to an equilibrium temperature with a

time scale of 40 days everywhere except near the sur-

face, where friction is represented by restoring the

horizontal wind to zero strongly (the restoring time

scale decreases gradually from 40 to 4 days below

700mb; 1mb 5 1 hPa). The finite-volume core is used,

and the horizontal resolution is 1.8758 in latitude and

2.58 in longitude, with 30 pressure–sigma hybrid layers

from the surface to 1.67mb. To avoid numerical in-

stability caused by wave reflection at the model top, we

add a weak damping to the top three layers, restoring

the wind to climatology with a time scale that is linearly

reduced from 40 to 15 days. The background state for

the prognostic variables of zonal wind U, meridional

wind V, and temperature T is set to the winter (DJF)

climatology of 13 CO2 SP-CESM in the study of Arnold

et al. (2014) using the method of Hall (2000), by calcu-

lating appropriate forcing terms for the temperature and

momentum equations, in addition to restoring the tem-

perature to the climatology of Arnold et al. (2014).While

our vertical resolution in the stratosphere, as that of

closely related studies (Garfinkel et al. 2014), may not be

optimal for studying SSW events (Richter et al. 2014),

Fig. 1 shows example SSW events in the unforced ideal-

ized model run, demonstrating the model skill in repre-

senting these events.We complement this model with the

more realistic WACCM experiments described below,

reinforcing the relevance of the idealized model analysis.

b. MJO forcing

MJO forcing is added to the idealized model as an

external heating source, with a zonal wavenumber 1

structure, a period of 2p/v 5 40 days, and a maximum

heating rate of 5Kday21. This forcing is only applied

over a longitudinal window from 608E to 1808, so that the
adiabatic heating structure is given by
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where W(l) is the longitudinal window, f is latitude,

sy 5 58, k is the forcing zonal wavenumber, v is the

forcing frequency, p is pressure, p0 is tropopause pres-

sure (100mb), psurf is the surface pressure (1000mb),

and A is the heating amplitude. The perfectly periodic

nature of this forcing, unlike that of the observed MJO,

makes it easier below to diagnose the teleconnection

FIG. 1. Examples of SSW events in the control, unforced, idealized model experiment, showing snapshots of Ertel PV (PVU): (left)

a normal polar vortex at 10mb, (center) a ‘‘displacement’’ event, and (right) a ‘‘split’’ SSW event.
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path and time scale. We define phase 1 of the idealized

MJO forcing to correspond to the time in which the

heating center is at 908E.

c. SC-WACCM

The Whole Atmosphere Community Climate Model

(Marsh et al. 2013) is a high-top GCM, with 66 layers

extending to the thermosphere and with convection and

front-induced gravity wave drag parameterization,

which were found important for a realistic SSW simu-

lation (Richter et al. 2014). We use the ‘‘specified

chemistry’’ version of WACCM (SC-WACCM), which

was verified to be consistent with the full WACCM and

with observations (Smith et al. 2014).

The CAM-based WACCM, like most atmospheric

general circulation models, underestimates the MJO

strength (Inness et al. 2003; Zhang et al. 2006;

Subramanian et al. 2011). It is known that a stronger

MJO may be obtained by adjusting convection param-

eters, in particular increasing the entrainment rate

(Neale et al. 2010; Klein et al. 2012; Benedict et al. 2013),

and we use a doubled entrainment rate for our enhanced

MJO forcing experiments with WACCM. Arnold et al.

(2014) found that the standard deviation of daily equa-

torial (108S–108N) precipitation within the MJO band

(defined as 20–100 days, corresponding to zonal wave-

numbers 1–3) responds to the quadrupling of CO2 by

increasing from 0.69 to 1.24mmday21 in SP-CESM.

WACCM shows a corresponding increase from 0.62 to

0.73mmday21 when the entrainment rate is doubled.

Comparing the modified entrainment rate run with the

standard run allows us to extract the response to the

MJO forcing, similar to the comparison of the forced

and unforced idealized runs. The modification to the

entrainment rate has additional, possibly undesired, ef-

fects on the mean state (e.g., Benedict et al. 2013). Our

comparative analysis of bothWACCMand the idealized

model provides some assurance that the enhanced MJO

forcing is indeed responsible for the SSW response we

observe in WACCM.

3. Results

We now present and analyze the results of the MJO-

forced runs, compared to the control runs. We first

(section 3a) show that the number of SSW events in-

creases as a result of MJO forcing in both models and

that there is a connection between the MJO and polar

cap temperature in the models used, similar to the one

seen in reanalysis by Garfinkel et al. (2012a). We then

(section 3b) show that MJO-forced transient waves

start propagating from the tropics at around MJO

phase 5, reaching the lower Arctic stratosphere and then

vertically propagating within the Arctic stratosphere.

We analyze the EP flux resulting from these waves and

their possible direct effect on SSW events. Finally

(section 3c), we find that the MJO forcing also modifies

the climatology and therefore changes the stationary

waves seen by the polar cap, which also contributes to

the change in SSW frequency.

a. SSW response to MJO forcing

Figure 2a shows time series of the zonal mean U at

708N and 10mb for the idealized perpetual winter

simulations, showing both the unforced control run

(blue) and the run withMJO forcing (red); Fig. 2b is the

corresponding plot for WACCM, showing U at 608N.

SSW events are marked by small triangles along the

time axis. The statistics of SSW events are summarized

in Table 1 using several criteria for SSW events, based

on the zonal mean U at 608, 658, and 708N, and using

different thresholds (0 and 5m s21). The reversal of the

U averaged over the polar cap (.608N) has been used

as a criterion for SSW events, but the reversal of the

zonal mean U at 608N has been used more recently

(Butler et al. 2015). Butler et al. (2015) noted that more

frequent SSW events are diagnosed when using the

reversal of wind at higher latitudes as the criteria,

which is also what we found in the idealized model (and

in WACCM, although it is not as sensitive as the ide-

alized model to the latitude used). The SSW simulation

in the idealized model is not completely realistic, and

as a result its SSW frequency is too low when usingU at

608N as the criteria; we therefore plot the 708N wind

instead (Fig. 2a). After adding MJO forcing, the fre-

quency of SSW events is nearly doubled using all these

criteria (except for the most restrictive criteria for the

idealized model) in both the idealized model and

WACCM (Table 1).

Figure 3 shows the time and zonally averaged differ-

ence temperature and zonal velocity between the forced

and unforced runs of both models, as a function of lati-

tude and pressure. A warming and weakening of the

polar night jet in the Arctic stratosphere is clearly seen,

mostly reflecting a change to the SSW frequency, as the

climatology during times with no SSW events changes

only to a smaller degree (not shown). The 95% signifi-

cance level is indicated by shading, using the Student’s t

test and setting the number of degrees of freedom to

the number of years used. While a link between the

MJO and SSW events has been analyzed previously

(Garfinkel et al. 2012a, 2014), the change in SSW fre-

quency resulting from increased MJO forcing is our

main novel result here. Given the expected stronger

MJO in warm past and future climates (e.g., Arnold

et al. 2014), this resulting change to SSW frequency is
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interesting, and we next attempt to investigate the

teleconnection mechanism.

We begin by considering the heat budget of the re-

gion 20–70mb and 658–858N for the forced and un-

forced runs of both models (Figs. 4a,b). We denote

zonal averages by h fi and time averages by f ; the de-

viation from a time average is denoted with a prime,

f 2 f 5 f 0; and the deviation from zonal mean is in-

dicated by an asterisk, f 2 h f i5 f*. The difference be-

tween the forced and unforced runs (yellow bars)

shows that the main reason for the temperature

increase is an enhanced meridional heat flux by sta-

tionary waves hV*T*i in both the idealized model

(Fig. 4a) andWACCM (Fig. 4b). Since the sum over all

budget terms must vanish for each run (forced and

unforced) and therefore also for their difference, the

increased heating rate due to stationary waves must be

accompanied by a decrease in another term. In the

idealized model this is achieved by the vertical advec-

tion by the zonal mean circulation hvihTpi (Fig. 4a),

while in WACCM the compensation is by a decrease in

the meridional heat flux by transient waves (Fig. 4b).

TABLE 1. SSW event counts with and without MJO forcing as defined in section 2. An SSW event is diagnosed when the zonal average

zonal wind becomes easterly at 10mb and varying latitudes and drops below the criteria of 0 or 5m s21. No new event is counted unless the

wind is back to normal (above the criteria) for at least 20 days. WACCM experiments were run for 30 years with an annual cycle, and the

idealized dry core experiments were run for 50 years with perpetual winter (DJF) climatology.When diagnosing SSW events, we searched

for the first day when the zonal mean 10-mbwind in a corresponding latitude drops below the threshold after at least 20 continuous days of

being above the threshold. The results were not sensitive to changing the criterion from 10 to 50 days. The final warming events in

WACCM were excluded by restricting the events to DJF.

608N 658N 708N

U 5 0m s21 U 5 5m s21 U 5 0m s21 U 5 5m s21 U 5 0m s21 U 5 5m s21

Ideal control 9 9 24 24 30 34

Ideal MJO 5 5K day21 10 34 37 57 59 80

WACCM control 8 8 10 10 13 13

WACCM MJO enhanced 14 16 16 21 20 24

FIG. 2. Time series of (a) zonal mean zonal wind at 708N and 10mb (m s21) for the idealized

model and (b) zonal mean zonal wind at 608N and 10mb (m s21) for WACCM. Control

experiment in blue and MJO-forced experiment in red. SSW events are marked by triangles

on the x axis. See text for details of SSW definition used.
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The enhancement of stationary eddy heat transport

hV*Ty*i is significant in both models (section 3c), while

the total heat flux due to transient waves does not in-

crease significantly.We decompose the total EP flux into

four categories in Fig. 5: transient waves in the MJO

frequency range (35–45 days in the idealized model and

20–100 days in WACCM), higher-frequency waves, and

lower-frequency waves (including stationary waves).

The stationary upward EP flux is enhanced by the MJO

forcing, as seen in the temperature budget (Fig. 4). The

vertical EP flux at the MJO frequency is also signifi-

cantly enhanced, while the contribution of higher fre-

quencies is reduced. The constructive interference

between transient waves and climatological stationary

waves may lead to enhanced warming during warm

events (and to cooling at other times) and help trigger

SSW events as discussed by Garfinkel et al. (2014), but it

will vanish under time averaging and therefore cannot

contribute to the Arctic warming in our analysis.

Next, to demonstrate that the added MJO forcing

affects the polar Arctic, we follow Garfinkel et al.

(2012a) and plot in Fig. 6 a composite of the polar cap

temperature (658–908N and 10mb) as a function of the

MJO phases (defined following Wheeler and Hendon

2004). The diagonally banded signal shows a clear re-

lation between theMJO phase and the Arctic polar cap

temperature in both models. Since the MJO forcing in

the idealized model is perfectly periodic and this model

has no seasonal cycle, the correlation is uniformly

strong for all MJO phases. WACCM, with its seasonal

cycle and nonperiodic MJO, does show stronger cor-

relation for MJO phases 2, 3, and 5, which matches the

findings of Garfinkel et al. (2012a) in reanalysis re-

markably well. The difference in polar cap temperature

between different phases of the MJO is about 6K,

indicating a strong role of the MJO. The response to

increased MJO forcing in WACCM is surprisingly

strong, given that the MJO strengthening is less than

20% using the measures shown in section 2c. We can-

not rule out the possibility that the change in entrain-

ment rate leads to effects other than strengthening of

the MJO, which also affect the SSW frequency. How-

ever, this diagram cannot unambiguously show which

MJO phase initiates the teleconnection, and further

FIG. 3. Changes in climatology (top) zonal mean temperature (8C) and (bottom) zonal wind

(m s21) in response to MJO forcing in (a),(c) the idealized model and (b),(d) SC-WACCM.

Stippled areas are 95% significant with the Student’s t test.
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investigation on the teleconnection path and time scale

are presented in the next section.

b. Teleconnection mechanism: Propagation of
transient MJO-forced waves

One expects the teleconnection mechanism to in-

volve planetary waves. To show the phase propagation

first, we consider in Figs. 7a,b the zonal wavenumber 1

contribution to Ertel PVHovmöller composites for the

forced idealized model, calculated by averaging the

PV anomaly (forced response minus unforced clima-

tology) over all occurrences of a givenMJO phase. The

purpose of these composites is to identify and analyze

the propagation of the MJO signal from the tropical

troposphere to the Arctic stratosphere. Shaded areas

in these plots indicate 95% statistical significance in

Figs. 7a,b and 90% in Fig. 7c, based on the Student’s t

test, where the number of degrees of freedom was

calculated based on the number of separate MJO

phase events following Garfinkel et al. (2012a). Since

the k 5 1 structure vanishes under zonal average, we

average over the longitude range 908E–1808 where the

propagation takes place (Fig. 8, top). The perturbation

initiated in the tropics at MJO phases 3–5 arrives at

608–808N by phases 7 and 8 of the next MJO cycle,

corresponding to about 60 days of phase propagation

time scale (i.e., about one and a half MJO cycles).

Figure 7b shows that once at high latitudes, the signal

propagates up from 70 to 20mb from MJO phases 7

and 8 to phases 2 and 3 in the next cycle, corresponding

to about 10–15 more days.

However, given that the group velocity is a more

relevant measure of energy propagation, Fig. 7c shows

the similar composite of the northward pseudomo-

mentum flux, which should propagate at the group ve-

locity speed [we follow the definition in Takaya and

Nakamura (2001), formulated in spherical and pressure

coordinates, as shown in the appendix]. Positive pseu-

domomentum flux anomalies start in the tropics during

phases 3 and 4 and phases 5 and 6, shown in Fig. 7c by

two red patches near the equator, indicating northward

propagation (note that tick marks indicate the middle of

MJO phases). These positive anomalies may be linked

to the positive anomaly that later appears to propagate

FIG. 4. Terms in the temperature budget (K day21) in the region 658–858N and 20–70 mb,

for (a) the idealized model and (b) WACCM. From left to right, the terms are 1) horizontal

advection by zonal and time mean circulation, 2) vertical advection by zonal and time mean

circulation, 3) horizontal transport by stationary waves, 4) vertical transport by stationary

waves, 5) horizontal transport by transient waves, 6) vertical transport by transient waves, 7)

diabatic heating rate hRadi for the idealized model in (a) and shortwave heating rate hQsi for
WACCM in (b), 8) longwave heating rate in (b) only, 9) convective heating rate in (b) only,

10) temperature drift in (b) only, and 11) sum of all terms (its small value verifies that the

budget is consistently calculated).
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from 308 to 708N by phases 6 and 7. Because it is difficult

to identify the start point of this signal, the time scale for

this horizontal propagation from the tropics to the high

latitudes may only be roughly bounded between 10

and 20 days. This teleconnection time scale is roughly

consistent with the 10-day time scale found in previous

works (Baldwin and Dunkerton 2001; Garfinkel et al.

2010; Seo and Son 2012; Lukens et al. 2017). An im-

portant caveat is that while the method we use to set the

background of the idealized model is able to produce a

FIG. 5. EP flux changes in response to MJO forcing (forced minus unforced), at different

frequency bands for (a) the idealized model and (b) WACCM. Arrows show EP flux change

and shading shows EP flux divergence change (m s21 day21). The change is defined as the

forced minus unforced results, filtered over the appropriate frequency band and averaged

over time. The wind and temperature fields were first filtered to the corresponding frequency

band and then used to evaluate the filteredEP flux. (top) EP flux contribution from frequency

higher than the MJO frequency, (middle) MJO frequency (defined as 35–45 days for the

idealized model and 20–100 days for WACCM), and (bottom) lower frequencies, including

stationary waves. The EP flux is first scaled by pressure, and the length of the arrows is then

adjusted to be to be proportional to the 1/3 power of the original EP flux to allow showing

a larger range of EP flux. In (a), for the idealized model, the EP flux vectors and divergence

below 100mb are reduced by a factor of 10 to allow using the same color bar and vector scale

as for theWACCMresults in (b). Caremust therefore be takenwhen comparing the arrows to

the divergence shading around 100mb and at high altitudes.
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reasonably realistic stratification and buoyancy frequency,

some deviations from the actual stratification of the lower

stratosphere could be affecting the propagation time

scale of the MJO-forced waves in the idealized model.

It is also possible that the Hovmöller diagrams in

Fig. 7, used to represent the phase and group propagation,

are affected by a signal propagation that occurs at other

pressure levels and affects the one shown. Note, for ex-

ample, the discontinuity in the pseudomomentum dia-

gram (Fig. 7c) at phase 6 and 208N. Thus, we cannot

exclude the possibility that the time scales deduced from

these plots may be biased.

FIG. 6. Composite of polar cap (658–908N and 10mb) temperature (K), calculated as an

average over all occurrences of a givenMJOphase and shown as a function of thatMJOphase

(horizontal axis) and days since each phase (vertical axis), following Garfinkel et al. (2012a).

Results are shown for (a) forced idealized model and (b) WACCM with enhanced entrain-

ment and therefore stronger MJO.

FIG. 7. Diagnostics of the meridional and vertical propagation of MJO-forced signal toward the Arctic stratosphere in the MJO-forced

idealizedmodel. Composites are calculated by averaging over all occurrences of a givenMJOphase. (a) Latitude vsMJOphase composite

of Ertel PV (PVU) at 60–80mb showing the k 5 1 contribution averaged over 908E–1808, reflecting horizontal phase propagation.

(b) Pressure vs MJO phase composite of Ertel PV (PVU) averaged over 708–858N, again showing the contribution from k 5 1, averaged

over 908E–1808, reflecting vertical phase propagation. (c) Latitude vs MJO phase composite of pseudomomentum flux (m2 s22) averaged

over 60–80mb, reflective of group propagation. Stippled areas are 95% statistically significant in (a) and (b) and 90% statistically sig-

nificant in (c) using the Student’s t test.
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The spatial structure of the wave propagation in the

idealizedmodel is further analyzed in Fig. 8. Figure 8 (top)

shows Ertel PV (in PVU; 1 PVU 5 1026Kkg21m2 s21)

anomalies from the forced-run climatology at 70mb,

showing a sequence of alternating sign perturbations

propagating from the equator to the pole in the sector

of 908E–1808 but also showing significant zonal phase

propagation. The anomaly centers propagate slowly,

consistent with the slow phase propagation mentioned

before. Similar northward propagation also appears at

other pressure levels between the upper troposphere

and the lower stratosphere (not shown). We also ran

additional idealized experiments (not shown) in which

the idealized model was forced with a k 5 1, 40-day

period standing wave forcing. In one run, the maximum

MJO forcing amplitude was prescribed at 1808 (and 08)
longitude and in another at 908E (and 908W). The

stratospheric response is seen when the forcing maxi-

mum is at 1808 (and 08) longitude but not when it is at

908E (and 908W). This again indicates that the wave

source that leads to the stratospheric response is pref-

erentially located slightly to the east of the longitudes

that allow propagation.

Figure 8 (bottom) shows the contribution of k 5 1

planetary waves to the wave pseudomomentum flux

and its divergence. They show that, in phases 5 and 6,

a wave train propagating northward and upward between

108 and 308N and then mostly poleward in the middle

stratosphere, followed by downward propagation over

the high latitudes. During phase 7 the northward

propagation continues, with an upward propagation in

the high latitudes. For later MJO phases, the pseudo-

momentum flux anomaly is downward (not shown),

and the interpretation of the pseudomomentum fluxes

is generally complicated by the existence of the posi-

tive feedback, which is inherent to the SSW mecha-

nism (Matsuno 1971) and which leads to changes in the

high-latitude vertical EP flux regardless of a possible

triggering by MJO-forced waves. But the significant

EP fluxes seen in the higher latitudes when composit-

ing by the MJO phase clearly indicate a role for the

MJO in triggering weak polar vortex events. We also

calculated composites excluding SSW-associated days

(not shown) and obtained identical results, indicating

that the propagation does not depend on the SSW

events and that MJO-forced waves can affect the

Arctic stratosphere during non-SSW times. Note that

the pseudomomentumflux anomalies shown in Figs. 7–10

are due to transient waves alone, since this flux

includes only the product of two time anomalies

[Eq. (A1)].

The propagation of the MJO-forced waves in WACCM

is similarly analyzed in Figs. 9 and 10, where statistical sig-

nificance is calculated as in Fig. 7. The pseudomomentum

FIG. 8. Wave propagation diagnostics for the forced idealized model. (top) Ertel PV deviation (PVU) from the forced-run cli-

matology, composited for (left)–(right) MJO phases 5, 6, and 7, averaged over 60–80 mb. (bottom) Zonally averaged wave pseu-

domomentum flux (m2 s22) deviation from the forced-run climatology due to k 5 1 waves (arrows) and its divergence (m s21 day21;

color shading).
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flux composite shown in the Hovmöller plot of Fig. 9
again indicates a similar propagation time scale from

the equator to near 608N, although the signal is not as

clear as in the idealized model. The horizontal phase

propagation from the tropics to the polar cap similarly

again indicates a strong zonal propagation (Fig. 10,

top). Decomposing the PV anomalies by zonal wave-

numbers (not shown) shows that the PV anomalies are

dominated by k 5 1 in both models. The preferred

longitudes of propagation in the two models seem to

be influenced by the presence of the jet exit regions in

the western Pacific and western Atlantic, which were

shown to be important for quasi-stationary Rossby

wave propagation (Simmons et al. 1983). We also note

that Garfinkel et al. (2012a, 2014) similarly found the

MJO to enhance the North Pacific climatological

vertical stationary wave propagation. Figure 10 (bot-

tom) shows the k 5 1 contribution to the wave pseu-

domomentum flux of Takaya and Nakamura (2001)

and its divergence, composed by MJO phase. Similar

comments as provided earlier for this idealized

model apply here: there is clear propagation from the

tropics, some in the upper troposphere and some

(in composites based on additional MJO phases; not

shown) in the lower stratosphere. Again the flux

cannot be attributed only to the MJO forcing as a

result of the positive feedback involved in the

SSW mechanism, but the significant fluxes clearly

demonstrate an MJO role in SSW dynamics and, in

particular, leading to the increased SSW frequency

in WACCM.

The horizontal path of wave propagation is not iden-

tical in the two models used here, and this may be re-

lated to the difference in climatology and MJO forcing

in the two models. The zonal symmetry is broken by two

factors: first, the longitude range in which the MJO is

active, from the Indian Ocean to the middle of the Pa-

cific Ocean (Zhang 2005), and second, the longitude

range in which the subtropical tropospheric jet is weak-

ening going eastward (e.g., Bao andHartmann 2014). The

interplay of these two factors, along with the difference

between the location of the jet and MJO source charac-

teristics, sets the longitude range of propagation, and

relatively small differences in these two factors between

the two models lead to different propagation

longitude ranges.

Overall, the above diagnostics show a direct propa-

gation of MJO-forced transient waves from the tropics

to the Arctic stratosphere, where they play a role in

MJO–SSW teleconnection. We next discuss the sta-

tionary wave response.

c. Teleconnection mechanism: Stationary wave
response

In addition to the direct propagation of transient

waves from the MJO to the Arctic stratosphere pro-

posed and diagnosed above, the temperature budget

shown in Fig. 4 indicates that the stationary wave heat

flux increases in the MJO-forced cases, which requires a

nonlinear interaction between the transientMJO-forced

waves and the background flow. We note again that the

stationary wave response is different from the con-

structive interference of Garfinkel et al. (2014), which

vanishes in a time-averaged budget analysis. The pur-

pose of this section is to investigate this strengthening of

the stationary waves.

We start by decomposing the stationary heat transport

change resulting from MJO forcing [lhs of Eq. (2)] into

the contribution from temperature response alone [the

first term on rhs of Eq. (2)], the contribution from me-

ridional wind response alone (second term), and the

contribution from the correlation between the two re-

sponses (last term):

hV*MJOT*MJOi2 hV*
CTRL

T*
CTRL

i
5 hV*

CTRL
DT*i1 hT*

CTRL
DV*i1 hDV*DT*i . (2)

FIG. 9. Wave propagation diagnostics for WACCM, showing

a composite of pseudomomentum meridional flux (m2 s22)

due to k 5 1 waves averaged between 180 and 120 mb, as

a Hovmöller plot (lag relative to MJO phase 4 vs latitude).

Stippled areas are 90% statistically significant according to the

Student’s t test.
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Figure 11 shows the three terms in Eq. (2) as a function

of pressure and latitude. The term due to change in the

temperature only (Fig. 11, left) is clearly the dominant

contribution to the heat transport.

Next, to diagnose the contributions to the stationary

wave heat flux by different zonal wavenumbers, Fig. 12

shows the decomposition of the stationary wave heat

transport hV*T*i and the stationary temperature vari-

ance h(T*)2i into wavenumbers 1, 2, and 3, for both the

forced and unforced runs and for both the idealized

model and WACCM, averaged over 80–120mb. The

stationary wave temperature variance enhancement due

to the MJO forcing (Fig. 12, top; compare red to black

lines) is maximal at 608N in the idealized model and at

658N inWACCM. The contribution of wavenumber k5 1

dominates in both the idealized model and WACCM,

and k 5 2 also plays a nonnegligible role in WACCM.

As expected, we also found that the variance of V* does

not increase significantly (not shown) and that the cor-

relation between T* and V* does not increase signifi-

cantly (not shown), which verifies that the increase in the

variance of T* is the main mechanism behind the in-

crease in the heat flux.

The final step is to understand which processes lead to

the dominance of the term hV*
CTRLDT*i. To diagnose

this, we multiply the time-averaged terms of the tem-

perature equation by V*CTRL to find an equation of the

form V*CTRL›T/›t5⋯ and then zonally average to find

FIG. 11. Idealizedmodel stationary eddy heat transport (m s21 K) due to (left) change in the climatological T alone, (center) change in the

climatological V alone, and (right) the cross term of change in T and V. See text for details.

FIG. 10. As in Fig. 8, but for wave propagation diagnostics for WACCM except that the composites account for DJF only, and (left) MJO

phase 5 and two periods of (center) 11–15 and (right) 21–25 days relative to phase 5 are shown.
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the projection of each term on the stationary wave

component V*CTRL. This allows us to find which terms in

the temperature equation contribute to the increase in

hV*
CTRLT*i as a result of MJO forcing. We find that both

the mean meridional heat transport and the eddy me-

ridional heat transport are positive and significant when

projected on V*
CTRL. Finally, we find that the contribu-

tions of vertical advection terms to hV*
CTRLT*i are neg-

ligible, while zonal heat transport terms contribute

negatively, to balance that of the meridional terms, as

the net change must vanish.

4. Conclusions

The goal of this work was to examine the response of

the polar stratospheric vortex, and sudden stratospheric

warming (SSW) events in particular, to a strengthening

of the Madden–Julian oscillation (MJO) expected in a

warmer climate (e.g., Arnold et al. 2014). We were also

interested in some aspects of the teleconnection mech-

anism between the MJO and SSW that are not com-

pletely understood. To explore these issues, we analyzed

an idealized dry atmospheric model with and without an

added idealized MJO forcing. We also analyzed a

more realistic GCM (WACCM), with and without a

strengthenedMJO amplitude obtained by increasing the

convective entrainment rate.

With a stronger MJO forcing, we find that both the

idealized model and WACCM show a significant in-

crease of the SSW frequency and a warmer Arctic

stratosphere averaged climatology. This is consistent

with and explains the warmer Arctic stratospheric cli-

matology noted by Arnold et al. (2014) in a 4 3
CO2 simulation, confirming that the response in this

superparameterized model may indeed be due to the

strengthening of the MJO seen in that study. The

quantitative increase in SSW frequency is robust, and

themagnitude of the increase in a warmer future climate

FIG. 12. Contribution of zonal wavenumbers 1–3 to the stationary wavemeridional heat flux in (left) the idealized

model and (right)WACCM, averaged over 80–120mb. (top) Variance of temperature signal (K2) due to stationary

waves T*. (bottom) The stationary wave heat flux hV*T*i at 100mb (m s21 K). Contribution is shown for k 5 1

(thin solid line), k 5 2 (thin dashed line), k 5 3 (thin dot–dashed line). Red lines show MJO-forced experiments,

and black lines show the unforced control experiments.
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would depend, of course, on the amplitude of the in-

crease inMJO (sections 2b and 2c). The similar response

in the two models suggests that dry processes dominate

the teleconnection mechanism.

Previous studies did not clearly address the pathway

whereby the MJO affects SSW, and specifically,

Garfinkel et al. (2014) showed changes to high-latitude

wave heat flux resulting from MJO forcing, but the path

of propagation was not analyzed explicitly. We find that

both MJO-forced transient waves and stationary waves

play a role in the teleconnection. Composite analysis of

the idealized model PV field clearly shows a transient

wave train initiating from the MJO region, propagating

through the upper troposphere and the lower strato-

sphere and then propagating farther upward at high lat-

itudes. In addition to the direct propagation of transient

MJO-forced waves into the Arctic stratosphere, we find

that in both models considered here, the MJO-forced

waves enhance the k 5 1 stationary wave heat flux

reaching the stratosphere. The MJO-forced waves in-

crease the stationary temperature variance at high lati-

tudes in the upper troposphere and stratosphere, and this

leads to an enhanced stationary wave heat flux in the

Arctic stratosphere that contributes to the heat budget

there and therefore likely to the changes in SSW fre-

quency. The mechanism leading to the increase in the

high-latitude stationary temperature variance involves

both mean and eddy meridional heat transports that en-

hance the stationary zonally asymmetric temperature

signal, which projects on the corresponding zonally

asymmetric meridional mean velocity signal.

The teleconnection time scale is another factor con-

sidered here. Garfinkel et al. (2012a, 2014) find that MJO

phase 7 occurs 1–12 days before SSW events, and MJO

phase 4 occurs 13–24 days before SSW events. While this

seems to suggest a 3-week teleconnection time scale, they

also find correlation between the MJO and the polar cap

at lags exceeding 40 days. Our idealized model, with its

perfectly periodic prescribed MJO forcing, allows us to

identify the propagating signal in a Hovmöller plot of

pseudomomentum flux with some confidence. While this

analysis cannot determine the teleconnection time scale

with certainty, it suggests a horizontal propagation time

scale between 10 and 20 days, and we point out un-

certainties in this estimate. This horizontal propagation is

followed by additional time for vertical propagation

within the stratosphere.

Our idealized model, while helpful in obtaining clean

results for the teleconnection time scale andmechanism,

is highly simplified, and the results are therefore to

be viewed with care. Similarly, the method we used

to increase the MJO amplitude in the more realistic

WACCM via an increase in the entrainment rate is

known to producemean state biases that could influence

the MJO–SSW teleconnection. What is needed is to

verify these results in a model such as the super-

parameterized model that produces a realistic MJO

simulation (Grabowski 2001; Randall et al. 2003) that

explicitly simulates the increase in MJO amplitude

(Arnold et al. 2013, 2014, 2015), which at the same time

also resolves the stratospheric dynamics. We have also

considered all SSW events as a single category, while it is

known that displacement and split SSW events have

different life cycles and different precursors (Andrews

et al. 1987; Charlton and Polvani 2007), and the effect of

the MJO on these events could therefore be different

as well.

Given that the MJO is predicted to be stronger in a

warmer future climate (see references in introduction

section), the increased SSW frequency resulting from the

strengthened MJO found here also suggests a warmer

winter Arctic stratosphere climatology, as indicated by the

preliminary results ofArnold et al. (2014). Thismechanism

may have therefore contributed to the observed winter

warming trend in theArctic lower stratosphere during past

decades (Bohlinger et al. 2014). An increased SSW fre-

quency would also lead to the known downward propa-

gation teleconnections, affecting the Arctic Oscillation,

midlatitude blocking systems, and extreme weather events

(e.g., Baldwin and Dunkerton 1999; Gerber and Polvani

2009; Thompson et al. 2002; Cohen et al. 2007; Kolstad

et al. 2010). However, other changes due to global warm-

ing, such as changes in the meridional temperature gradi-

ent, in the strength of the tropospheric jets, or in

stratospheric temperature and circulation,may affect wave

propagation and change the way that MJO activity affects

the Arctic stratosphere. In addition, downward propaga-

tion of SSW events, along with their effect on extreme

weather, may be different in a warmer climate. This study

isolated the effect of the MJO amplitude on SSW fre-

quency in order to understand the relevant mechanisms,

but these caveats suggest care in applying the conclusions

to an actual warming scenario.With these caveats in mind,

we note that the long time scale of the MJO–SSW tele-

connection suggests a long predictability time scale and,

togetherwith the expectedMJO strengthening in awarmer

climate, suggests that further study of this teleconnection

is needed.
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APPENDIX

Calculation of the Instantaneous 3D Wave
Activity Flux

The instant wave activity flux used here extends the

EP flux to three dimensions and was defined and

shown to be a useful diagnostic for wave activity by

Takaya and Nakamura (2001). Equation (A1) shows

the wave activity flux in the longitudinal, latitudinal,

and vertical directions, in spherical coordinates. In

this equation, c0 denotes the geostrophic stream-

function anomaly in pressure coordinates, U and V

denote 30-day time-averaged zonal and meridional

winds, primes denote deviations from these averages,

p is pressure, S is the static stability, R is the gas

constant, and a is Earth’s radius:
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