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ABSTRACT

A simplified model is used to study the possible effects of the horizontal upper-ocean wind-driven circulation
(WDC) on the variability of the overturning meridional circulation driven by buoyancy fluxes. It is found that
the added interaction with the WDC adds interesting new classes of variability. First, self-sustained variability
of the thermohaline circulation (THC) becomes possible, on time scales of interdecades to a few centuries.
Furthermore, these oscillations may be either small amplitude or large amplitude and either periodic or chaotic,
depending on the amplitude of the freshwater forcing and on the strength of the WDC. Even a relatively weak
WDC changes the well-known stability properties of the THC that are seen in numerous models of the THC
alone. The variability modes found here may account for similar modes of variability observed in GCM studies.

1. Introduction

North Atlantic sea surface temperature (SST) vari-
ability can have a significant impact on the climate sys-
tem (Dickson et al. 1996; Manabe and Stouffer 1999;
Moron et al. 1998). The variability up to interannual
time scales is largely due to atmospheric stochastic forc-
ing; at longer time scales the internal ocean dynamics
play a role in generating SST anomalies (Bjerknes
1964). The dominant internal ocean variability modes
on the large scale are due to the thermohaline circulation
(THC) and the wind-driven circulation (WDC). Obser-
vations indeed link interdecadal sea surface temperature
variability to the overturning meridional circulation var-
iability (Kushnir 1994); the variability of the horizontal
wind-driven circulation plays a role in observed vari-
ability on time scales of about a year and longer (Dijk-
stra 2000).

There have been numerous studies of the separate
variability of the WDC and the THC, using a hierarchy
of models from simple box models to full ocean and
coupled ocean–atmosphere general circulation models
[OGCMs and CGCMs; see Dijkstra (2000) for a com-
prehensive review]. However, there has been much less
work on coupled variability modes of the WDC and the
THC. Those studies that do address such coupled var-
iability of the WDC and THC are mostly based on GCM
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integrations (Delworth and Mann 2000; Delworth et al.
1993; Eden and Jung 2001; Hall and Stouffer 2001; Latif
1998; Latif and Barnett 1994), which makes it difficult
to explore basic dynamical issues that are more acces-
sible using simplified models.

The objective of the present work is to use a relatively
simple model of the WDC and THC to explore mech-
anisms of interaction between the two. In fact, we are
mostly interested here in understanding how the exis-
tence of a WDC affects the variability modes of the
THC.

There are two general classes of interaction between
the WDC and the THC that one can envision. First, the
WDC may advect salinity anomalies around the gyre,
and at some stage they may reach the area of deep-water
formation and enhance or shut off the overturning cir-
culation (Delworth et al. 1993; Weaver and Sarachik
1991; Winton and Sarachik 1993; Yin and Sarachik
1995). Second, a THC variability may cause SST var-
iability, leading to changes in the atmospheric circula-
tion and therefore to changes to the wind stress, which
can affect the WDC (Delworth and Mann 2000; Dong
and Sutton 2001; Eden and Jung 2001; Hall and Stouffer
2001; Latif and Barnett 1996; Marshall et al. 2001). We
are interested here only in the first class of interactions,
in which the WDC is taken as constant in time, ignoring
the effects of the SST on the wind as well as various
stochastic forcings of the WDC (Frankignoul et al.
1997), and our model formulation follows this assump-
tion. The choice is motivated by the desire to consider
the simplest possible model of the effects of a wind-
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driven gyre on the thermohaline circulation. As will
become clear shortly, this one-way interaction between
the WDC and THC already introduces many interesting
new results that are worthy of their study here. In a
subsequent work, a simple parameterization of the feed-
backs of the SST on the wind stress and hence the two-
way interaction between the THC and WDC will be
studied.

It is our hope that the work presented here may shed
some light on the findings of GCMs that have seen hints
of interaction between the THC and WDC. In addition,
the results of the present study extend in an interesting
way our understanding of THC variability as follows.
Several classes of THC variability have been proposed
over the past few years, and most of these were studied
using a hierarchy of models from GCMs to toy models.
Damped linear THC oscillations excited by stochastic
atmospheric forcing were studied, for example, by Grif-
fies and Tziperman (1995) using a simple box model
and interpreting the coupled GCM study of Delworth
et al. (1993). Self-sustained small-amplitude THC var-
iability was found by Chen and Ghil (1995) in a fairly
complex model. Rivin and Tziperman (1997) used a
simple box model to show that it is very difficult to get
self-sustained THC oscillations in a model of the THC
only, where the circulation linearly depends on merid-
ional density gradients only, without making some ar-
tificial assumptions. We show here that, by merely add-
ing the simplest possible representation of the WDC,
one obtains a rich self-sustained THC variability.

Larger-amplitude THC oscillations caused by jumps
between different equilibria induced by stochastic forc-
ing was studied in idealized models by Cessi (1994) and
in an OGCM by Weaver and Hughes (1994). Self-sus-
tained large-amplitude THC oscillations that involved
switches from positive to negative THC cells were found
in the GCM study of Weaver et al. (1991). Again, this
rich behavior of large-amplitude THC variability is not
reproduced in idealized toy models of the meridional
overturning circulation, and one wonders what is the
missing element that is required to obtain such inter-
esting behavior. We show here that, by including the
WDC effects, we can obtain self-sustained large-am-
plitude THC variability, periodic and even chaotic
switches from thermally dominant to salinity-dominant
THC, and more.

We refer in several places below to the difficulty of
obtaining self-sustained THC variability in simple THC
models. There are basically two classes of oscillatory
THC variability. One is related to the loop oscillation
of Welander (1986) in which the large-scale temperature
and salinity gradients drive the oscillation. This class
often results in damped THC variability that in most
simple models needs some external stochastic atmo-
spheric forcing to be excited (Griffies and Tziperman
1995). This class is also the one for which we show
here that self-sustained THC variability becomes pos-
sible with the addition of the WDC. The other class is

related to the local behavior of convection in watermass-
formation areas (flip-flop model; Welander 1982). This
variability, which is unrelated to our main theme here,
is due to the nonlinear dependence of the convective
mixing on the vertical density gradient or is due to the
nonlinear equation of state. This second class of ther-
mohaline variability has different characteristics when
forced stochastically (Cessi 1996) and was observed in
GCMs (e.g., Pierce et al. 1995; Winton and Sarachik
1993).

Present-day THC variability is most likely of a fairly
small amplitude (5%–10% of mean value) so that it is
most likely stable linear dynamics, excited by stochastic
forcing. It is therefore worth noting that some of the
parameter regimes explored in this work may not be
relevant for present-day climate variability because they
involve large-amplitude THC variability. We feel that
it is still useful to carry some forcing parameters to
extreme values that explore different regimes of THC
dynamics so as to gain some insight into possible var-
iability modes in the presence of both the THC and
WDC. Such an understanding is also useful in putting
variability modes that are more realistic for present-day
climate into perspective.

The following sections introduce the model used here
(section 2) and then briefly analyze the model stability
behavior in the case of no wind-driven circulation (sec-
tion 3) and in the presence of both WDC and THC
(section 4), where time-dependent solutions (self-sus-
tained oscillations and chaotic behavior) are found and
analyzed. We conclude in section 5.

2. The model

To study the interaction of the WDC and THC in the
simplest possible circumstances, we represent a one-
hemisphere ocean by two boxes that correspond to polar
and midlatitude deep waters, plus an annulus that rep-
resents the surface WDC (Fig. 1). The circulation in this
model is a superposition of two components. First, there
is a WDC component that circulates anticyclonically at
a constant angular velocity V in the annulus and is of
a specified transport by some implicit wind forcing. The
WDC is fixed in time, does not depend on the ocean
density field, and neglects any coupled ocean–atmo-
sphere feedbacks from the ocean temperature to the
wind stress that may affect the WDC. Second, the THC
circulates meridionally through the surface layer and
then through the deep boxes, and its amplitude depends
on the meridional density gradients, similarly to stan-
dard THC box models (Stommel 1961). As the THC
leaves the deep boxes to join the surface annulus, its
water transport is divided between the two branches of
the annulus. For a poleward surface flow of the THC
(thermally dominant) the velocity of the water in the
surface loop is consequently increased in the western
part of the loop, where wind-driven and buoyancy-driv-
en transports are both directed northward, and is reduced
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FIG. 1. Schematic of the model geometry: the upper-ocean wind-
driven circulation is represented by an annulus, and the deeper below-
thermocline water is represented by polar and midlatitude boxes.

in the eastern part, where the wind-driven circulation is
directed southward and the buoyancy-driven flow is di-
rected northward.

The temperature and salinity fields in the annulus are
governed by one-dimensional advection–diffusion par-
tial differential equations, and the temperature and sa-
linity of the deeper boxes are governed by the usual
box-model ODEs. At the surface, mixed boundary con-
ditions (Bryan 1986) are imposed: the SST is restored
to a fixed profile, and a freshwater (FW) flux that is
constant in time is applied. The restoring temperature
profile and the FW flux are latitude dependent to sim-
ulate crudely the appropriate atmospheric forcing.

The following sections provide a fuller description of
the model equations. The reader is advised to proceed
on first reading from here directly to the description of
the results in section 3.

a. Surface circulation

The wind-driven circulation in the layer above the
thermocline is represented here as a gyre within an an-
nulus whose depth is H, internal radius is R1, and ex-
ternal radius is R2 (see Fig. 1). The azimuthal coordinate
u varies in the range [0, 2p], where u 5 0 defines the
west direction and is positive clockwise. The water flux
through the bottom of the annulus from the buoyancy-
driven thermohaline circulation that carries water into
and from the deep boxes is given by FW(u). The up-
welling from the midlatitude box into the annulus is
assumed to occur over a wide area, and the sinking from
the annulus into the polar box is assumed to occur over
a narrow range of u. When no overturning circulation
is present, water in the annulus moves clockwise with

a constant uniform angular velocity V that represents
the wind-driven gyre circulation. Feedbacks from the
SST to the wind stress and WDC are neglected. When
an overturning circulation is present, it is added to the
surface-layer velocity as explained above. The angular
velocity v of the water in the loop then becomes de-
pendent on u, as shown in the following.

The continuity equation in cylindrical coordinates,
with the assumption of no motion along the radial di-
rection r, is

1 ]y ]w
1 5 0, (1)

r ]u ]z

where y and w are the fluid velocity components in the
tangential and vertical directions and z is water depth.
Integrating (1) in the vertical direction and using the
boundary condition w(z 5 H) 5 2FW(u) and w(z 5 0)
5 0, we find

]v 1
5 F , (2)W]u H

with the notation v [ y /r. Next, the water flux FW(u)
between the surface and deep boxes per unit area of the
bottom of the annulus is specified to be

2Q
F (u) 5 f (u)W 2 2R 2 R2 1

2 2 2 22(u2p /2) /2s 2(u23p /2) /2sN S2Q e e
5 2 1 , (3)

2 2 2 2[ ]R 2 R Ï2ps Ï2ps2 1 N S

where Q is the total water flux (in Sverdrup; 1 Sv [
106 m3 s 21) driven by the thermohaline circulation. The
midlatitude upwelling and the polar sinking are repre-
sented by two fluxes whose intensities have Gaussian
distribution centered around the south (uS 5 3p/2) and
north (uN 5 p/2) points, respectively. The variances sS

and sN are chosen such that the exchange with the deep
ocean is widely distributed in u in the upwelling area
and narrowly distributed in the downwelling area. The
choice of a different reasonable form for the distribution
of the water flux FW(u) from and to the lower layer does
not lead to qualitatively different results. The water flux
profile is shown in Fig. 2a for sS 5 0.5 and sN 5 0.1.

Integration of (2), imposing w(uN) 5 w(uS) 5 V,
leads to

Q
v 5 V 1

2 2(R 2 R )H2 1

u 2 p/2 u 2 3p/2
3 2erf 1 erf 1 1 , (4)1 2 1 22 2[ ]Ï2s Ï2sN S

where the constant V represents the clockwise wind-
driven circulation and the last term represents the ther-
mohaline component of the circulation, directed north-
ward along the two branches of the loop. The ther-
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FIG. 2. (a) The profile of FW(u), the water flux between the annulus and the deep boxes, as defined in (3), with sN

5 0.1 and sS 5 0.5. Note the narrow downwelling in the polar region, 0 , u , p, and broad upwelling in the
equatorial region, p , u , 2p. (b) The corresponding anomalous (with respect to V) angular velocity profile in the
gyre from (4).

mohaline component of the angular velocity profile is
shown in Fig. 2b.

Consider next the equation for the salinity Ss in the
surface annulus. Evaporation and precipitation process-
es are parameterized as a specified FW flux, Fs 5
2 sinu, that represents a net evaporation in the equa-0F s

torial region and a net precipitation in the polar region.
The salinity conservation equation with the assumption
of no salinity variations along the radial direction is

2 2]S 1 ]S ]S k ] S ] Ss s s s s sy1 y 1 w 5 1 k , (5)s2 2 2]t r ]u ]z r ]u ]z

where and ks are the vertical and horizontal surfaceyks

salinity diffusion coefficients. We neglect vertical dif-
fusion between the surface and deep boxes and use the
boundary condition k ]zSs(z 5 0) 5 2Fs at the surface.y

s

Vertical advection through the bottom of the annulus is
given by the boundary condition wS(z 5 H) 5 2FWSs

in the polar region, 0 , u , p, and wS(z 5 H) 5
2FW in the midlatitude region, p , u , 2p, whereSS d

is the salinity of the southern deep box that will beSS d

introduced later on. This boundary condition is for ther-
mally dominant THC, Q(t) . 0, where t is time; the
case of Q(t) , 0 is discussed below.

Radial and vertical integration of (5) using the above
boundary conditions gives

]S ](vS )s s1
]t ]u

2k ] S Fw(u)s s S5 1 [S 1 (S 2 S )Q(u 2 p)]s d s2R R ]u H1 2

02 F sinu. (6)s

Here, Q(u 2 p) is the Heaviside function, which enables
a concise writing of the exchanges with the deep boxes
for both the southern and northern parts of the gyre.

In a similar way, heat conservation leads to an equa-

tion for surface temperature Ts, which is assumed to
restore to the atmospheric profile 5 T* 2 T0 sinu,T
where T* represents the mean atmospheric temperature
and T0 is the amplitude of the sinusoidal deviation from
the mean. The corresponding surface boundary condi-
tion is k ]zTs(z 5 0) 5 G( 2 Ts), where k is the verticaly yTT T

thermal diffusion coefficient and G is the inverse re-
storing time. The equations for temperature in the sur-
face annulus become

]T ](vT )s s1
]t ]u

2k ] T F (u)T s W S5 1 [T 1 (T 2 T )Q(u 2 p)]s d s2R R ]u H1 2

1 G(T* 2 T sinu 2 T ), (7)0 s

where kT is the horizontal thermal diffusion coefficient.

b. Deep boxes

The deep ocean is represented by a polar box and a
midlatitude box. The two boxes have volumes andNV d

, respectively, and their depth is D. Each box is as-SV d

sumed to be completely mixed and is characterized by
a single deep temperature ( and ) and salinityN ST Td d

( and ). The temperature and salinity evolutionN SS Sd d

equations are standard:

SdS dS N SV 5 Q(S 2 S ),d d ddt

SdTdS N SV 5 Q(T 2 T ),d d ddt

pNdS dN NV 5 2Q f (u)S du 2 QS , andd E s ddt 0
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TABLE 1. Parameter values used in the model. See the text for
their meaning.

Parameter Value

H
L
R1

R2

V , VS N
d d

500 m
3000 m
500 km

3000 km
27 3 107 km3

a
b
Q0

G21

T*

1.5 3 1024 K21

7.61 3 1024 ppt21

5 3 1010 m3 s21

4 months
168C

T0

ks, kT

tWDC 5 2p/V
F0

s

108C
103 m2 s21

1–100 yr
0–25 m yr21

FIG. 3. Intensity of the THC at stable steady-state solutions, as a
function of the freshwater forcing amplitude in the absence of a0F s

WDC. Positive values refer to thermally dominant THC. Note that,
as in the Stommel box model, there is a regime at which there are
multiple steady equilibria, both thermally and salinity dominant, for
the same FW forcing amplitude.pNdTdN NV 5 2Q f (u)T du 2 QT . (8)d E s ddt 0

Note the exchanges with the downwelling area of the
surface gyre, in the form of the above integrals.

c. Thermohaline circulation

The intensity of the THC, as given by Q, is assumed
to be proportional to the horizontal pressure gradient as
is commonly done in THC box models. A linear equa-
tion of state is used, r/r0 5 2aT 1 bS, with a and b
being temperature and salinity expansion coefficients
and r0 being a reference density. The densities in the
deep polar and midlatitude boxes are and . We alsoN Sr rd d

define averaged densities over the sinking and upwelling
regions using a weight function that has the same profile
as the flux FW(u) between the surface annulus and the
deep boxes:

p

Nr 5 r (2aT 1 bS )| f (u)| du and (9)s 0 E s s

0

2p

Sr 5 r (2aT 1 bS )| f (u)| du. (10)s 0 E s s

p

Using these four densities, the THC is defined as in a
standard four-box THC model (Tziperman et al. 1994)
to be

N S N SQ 5 Q [r 2 r 1 d(r 2 r )],0 d d s s

where d 5 H/D.
Note that for the case Q , 0, which corresponds to

a salinity-dominant circulation with water sinking in the
equatorial region and upwelling at high latitudes, the
system of equations (6), (7), and (8) has to be modified
to account for this reverse circulation, using a similar
differencing scheme.

The model has been integrated using a leapfrog time-
stepping scheme with a Robert filter and using a center-
difference formulation in space for the surface-layer

temperature and salinity equations. The resolution is 512
points along the loop. The minimum time step used for
the integration is 6 h. The values of the physical pa-
rameters used are reported in Table 1.

3. Stability behavior with no wind-driven
circulation

When we set the WDC to zero (V 5 0), the model
used here is basically a combination of a box model for
the deep ocean and a 1D (in latitude) model for the
upper ocean. Because we wish to find out the effects of
the WDC on the THC variability, we first need to make
sure that we understand the behavior of our model in
the absence of the WDC. Figure 3 shows that the mul-
tiple equilibria of this model under mixed boundary
conditions as a function of the FW forcing amplitude
are pretty much like those of the Stommel’s model
(Stommel 1961). That is, there are both a thermally
dominant and a salinity dominant stable modes for a
range of FW forcing, and then for larger FW forcing,
only a stable salinity dominant mode remains (Marotzke
1989).

Furthermore, the linearized stability behavior of our
model is mostly equivalent to that of the simple four
box THC model of Tziperman et al. (1994). The pres-
ence of more than just the two boxes of the Stommel
model introduces an advection time lag that allows the
existence of an oscillatory mode that does not exist in
the Stommel two-box model (Kurtze and Restrepo
2001). For small FW fluxes , the thermally dominant0F s

stable steady state is oscillatory stable. That is, a small
perturbation to the steady state leads to damped oscil-
lations that converge back to the steady-state solution.
For larger FW fluxes, the oscillatory mode becomes
unstable, and a small perturbation leads to growing os-
cillations and eventually to the salinity-dominated so-
lution (Fig. 4). We will next see that in the presence of
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FIG. 4. Transition from the thermally dominated steady state to the
salinity-dominated steady state through an unstable oscillatory mode.
This time series was obtained by slightly incrementing the FW forcing
that led to the thermally dominant steady circulation. The resulting
augmented FW amplitude is beyond the regime of stable thermally
dominant circulation, hence the switch to a salinity-dominant solu-
tion.

FIG. 5. Bifurcation diagram for the thermohaline variability in the
presence of a WDC. Shown are the extrema of the function Q(t) as
a function of the surface FW flux amplitude. Crosses indicate steady-
state solutions.

the WDC the variability behavior of this model is sig-
nificantly richer.

4. Effects of a wind-driven gyre on the
thermohaline circulation variability

We now switch the wind-driven circulation on and
define an advection time in the surface layer from the
wind-driven circulation to be tWDC 5 2p/V. We then
explore the behavior of the model for different inten-
sities of the FW flux at the surface and different time
scales of the wind-driven circulation.

a. Stability behavior in the presence of a WDC

First, fixing tWDC to 70 yr, we analyze the solution as
function of the FW flux amplitude. In this case, unlike
in the case in which the WDC is set to zero, the model
allows for self-sustained variability of the THC. Figure
5 shows the bifurcation diagram for increasing FW flux,
when the system was initially put in the thermally driven
state. The plotted quantity is the value of the THC Q
at any local maxima and minima of the time series Q(t)
[i.e., we plot the value of Q(t) when dQ(t)/dt 5 0].
Crosses indicate steady-state solutions. The plot is made
as follows: fix the FW forcing amplitude , run the0F s

model beyond the initial transients, plot maxima and
minima of Q(t), and increase FW by a small amount
and repeat.

For small values of the FW flux (below about 50F s

1.7 m yr 21) the system always reaches a steady state.
For increased fluxes, the steady-state solution loses sta-
bility and a self-sustained periodic variability (limit cy-
cle) is obtained, with period of a few decades to a few
hundred years. The limit cycle is seen as two dots in
Fig. 5 for a given value of the freshwater forcing am-
plitude, corresponding to the minimum and maximum

of Q(t) during the cycle. For larger-yet FW fluxes, there
is a bifurcation that leads to a seemingly chaotic be-
havior around 5 2.3 m yr 21. For larger fluxes, the0F s

oscillations, whose periods have a time scale of a few
decades, become larger; for FW flux larger than about
3.1 m yr 21, the oscillation is between a positive THC
and a negative one, corresponding to reversals of the
overturning circulation. For (unrealistically) large FW
forcing of over 10 m yr 21, we eventually find a period-
doubling cascade that leads to chaotic solutions and to
the typical periodic windows within the chaotic regime.
A steady salinity-dominated state is reached only for
even larger FW forcing (at about 20 m yr 21). As the
freshwater flux is decreased, there is a hysteresis just
like that in simple THC meridional box models, so that
the salinity-dominant THC is now stable all the way
down to 12 m yr 21, where it becomes unstable again
through a Hopf bifurcation.

At this stage, it is already clear that several very
interesting and significant things happen to the THC
behavior because of the simple addition of a fixed-am-
plitude WDC. First, there are self-sustained oscillations
of the THC rather than only stable and unstable steady
states. Second, over a very large range of large-ampli-
tude FW forcing, we obtain large-amplitude THC var-
iability, switching from positive to negative Q during
the cycle. This behavior is in contrast to the stable sa-
linity-dominant steady state found in the standard THC
models, whether box or continuous 2D (Marotzke et al.
1988).

In Fig. 6 we show the (S, T) phase-space plot for
three self-sustained oscillatory solutions: one is a ‘‘pe-
riod one’’ oscillation, which corresponds to a simple
loop in phase space, and is found for FW flux amplitude
of 5 2 m yr 21, with a period of ;100 yr. The second0F s

is a more-complex periodic solution (FW flux 2.35 m
yr 21, period of ;550 yr), and the third is again a ‘‘period
one’’ solution with a larger FW flux (FW flux 2.7 m
yr 21, period of ;50 yr). The salinity and temperature
plotted are the mean values in the sinking region.
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FIG. 6. Phase-plane plot of T vs S for the northern surface sinking region for tWDC 5 70 yr and FW flux of (a) 200,
(b) 235, and (c) 270 cm yr 21.

We saw in section 3 that, in the absence of a wind-
driven gyre, a transition from a thermally dominated to
a salinity-dominated steady solution is found when the
FW flux is increased (Fig. 3). This transition occurs
through an oscillatory unstable solution (Fig. 4). In the
presence of a WDC, when the thermally driven steady
solution loses stability, the amplitude of the resulting
oscillatory solution may saturate and lead to a limit
cycle instead of to a switch to a different state. The
amplitude of these self-sustained oscillations increases
with the FW forcing amplitude, until a switch occurs
to larger-amplitude oscillations (Fig. 5, ø 2.4 m0F s

yr 21). There are therefore basically two regimes of self-
sustained variability seen in the model: The first is
small-amplitude oscillations that correspond to the un-
stable oscillatory behavior of the model with no WDC
and stabilized by the presence of the WDC. The second
regime of self-sustained variability is of large-amplitude
oscillations that exist for larger-amplitude FW forcing,
where the salinity-dominant stable steady state existed
in the model with no WDC.

It is important to understand the connection and dif-
ferences between the stability properties of the THC
with and without the WDC. In Fig. 3, with no WDC,
there are only stable steady states of two types (ther-
mally dominant and salinity dominant), possibly co-
existing in some range of the FW forcing. In the pres-
ence of the WDC (Fig. 5), small-amplitude self-sus-
tained oscillations around the thermally dominant state
appear at about the amplitude of the FW forcing that
would correspond to the change to salinity-dominant
steady state in Fig. 3: the thermally dominant stable
state loses stability to exponentially growing oscilla-
tions, as in the case of no WDC. However, the WDC
manages to prevent the oscillations from growing to a
large amplitude that would result in a shift to a salinity-
dominant steady state as occurs in the absence of the
WDC. The oscillation’s amplitude therefore saturates,
and the small-amplitude limit cycle appears. We will
see below that the WDC stabilizes the growing oscil-

lations by stopping the advective THC instability feed-
back responsible for the growth of these oscillations
(Tziperman et al. 1994). At larger-yet values of the FW
forcing, instead of having only a steady-state salinity-
dominant THC, the presence of the WDC results in
large-amplitude oscillations of the THC between ther-
mally dominant and salinity-dominant states.

Note that there exists an FW forcing range for which
the time-dependent overturning circulation Q is always
positive, the oscillations are relatively small amplitude,
and no THC reversal occurs (Fig. 6a). This regime of
self-sustained variability may be relevant to present-day
climate and is in the same regime of the Chen and Ghil
(1995) variability.

b. THC variability regimes as function of both FW
forcing and WDC

Having examined the solution as a function of the
FW forcing alone, we now proceed to analyze the self-
sustained THC variability as a function of both the FW
flux amplitude and the WDC advection time scale tWDC.
Figure 7 shows the period of the self-sustained vari-
ability as a function of these two parameters. For low-
amplitude FW flux and small tWDC, the system reaches
a steady state (regions outside the zero contour line in
Fig. 7). When the period of the wind-driven circulation
and the FW flux are increased, the solution of the system
becomes time dependent. It can be either periodic or
chaotic (the latter shown by the shaded regions in the
figure).

For a fixed time scale of the wind-driven circulation
and a small FW flux (lower zone of Fig. 7), the solution
is a thermally dominant steady state. Time-dependent
solutions may be found for larger FW forcing, and a
(salinity dominated) steady state is eventually reached
for even larger FW fluxes (over 20 m yr 21). As tWDC

increases, the salinity-dominated steady state is reached
at larger and larger FW fluxes (not shown). As seen in
Fig. 5 and briefly explained above, the presence of the
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FIG. 7. Isocontours of the period of the thermohaline oscillations
(yr) as a function of the freshwater forcing amplitude and the ad-
vection time scale of the WDC. The noncontoured region is char-
acterized by a stable steady state with no variability. Shaded regions
indicate seemingly chaotic solutions. The dotted region represents
the solutions for which the THC (Q) is positive (thermally dominated)
throughout the oscillation cycle.

wind-driven circulation allows for the existence of self-
sustained (periodic or chaotic) oscillations in the system,
and the window of existence of those solutions becomes
larger in as the period of the wind-driven circulation0F s

grows from about 20 yr to several decades (Fig. 7).
The dotted area in Fig. 7 marks the solutions that

correspond to thermally dominated overturning circu-
lation (positive THC Q throughout the oscillation cycle).
Not all of these solutions are what could be considered
small oscillations about a thermally dominant state, as
can be seen in Fig. 5. One class of small-amplitude self-
sustained variability is found in the lower-left corner of
the contour region of Fig. 7. In areas in parameter re-
gime not marked by dots in the figure, and where os-
cillatory solutions exist, the overturning circulation
changes direction during the oscillations. The period of
the periodic self-sustained variability that is plotted in
Fig. 7 varies from decades to several hundred years.
The case of no wind-driven circulation (see Fig. 3) is
recovered for t → `, when only steady solutions are
possible (thermally and salinity dominated). In this case
the advection by the WDC becomes negligible relative
to the advection by the THC so that we recover the case
of section 3. Note that for very strong intensity of the
gyre circulation (small t) no time dependent solutions
are found. For (unrealistic) strong wind-driven circu-
lation, the thermally driven circulation loses stability at
relatively small freshwater fluxes, and the system sets
into the salinity-dominated mode. It seem that when the
WDC is sufficiently rapid it simply acts to mix the sur-
face annulus so that it basically functions as a single
additional homogeneous box. The model then displays
the stability characteristics of a three-box THC box

model, which do not include self-sustained oscillations
(Rivin and Tziperman 1997).

c. The mechanism of self-sustained THC oscillations
in the presence of a WDC

We now turn our attention to a specific case with
interesting variability seen also in Fig. 6b, with tWDC 5
70 yr and corresponding to 235 cm yr 21, to analyze0F s

in detail one oscillatory solution of the system. Our
objective is to show how self-sustained variability arises
from the effects of the WDC. This solution is periodic
(Fig. 8), with a period of about 550 yr composed of
several faster oscillations of about 80 yr followed by a
larger peak in the THC. The THC, as given by Q, is
always thermally dominated, and the amplitude of the
THC oscillations is of the same order as its mean value
(Qmax . 2Qmin).

Figure 9 shows the surface salinity and temperature
anomalies as function of location along the annulus and
time during an entire THC oscillation. The shown anom-
alies are with respect to the time-mean profiles shown
in Fig. 10. The mean temperature field in the gyre (Fig.
10b) basically reflects the atmospheric restoring, except
for a small dip in the temperature maximum at the south-
ernmost point because of the cold upwelling there. The
maximum evaporation occurs at the southernmost point,
but the mean salinity profile shows the maximum sa-
linity east of the southernmost point because of the ef-
fect of the fresh upwelling water around the southern-
most point. The location of the maximum salinity in the
surface annulus depends, in fact, on the competing ef-
fects of upwelling of freshwater and net evaporation.
For weak overturning, air–sea freshwater fluxes domi-
nate and salinity increases as the water flows through
the evaporation zone, reaching a maximum at the end
of the accumulation zone west of the southernmost
point. When the THC is strong, as in the case of Fig.
10, the large evaporation at uS is dominated by the large
upwelling of freshwater and the maximum salinity is
located in the eastern part of the annulus, where evap-
oration increases the salinity and yet the upwelling does
not yet affect it (Fig. 10a).

Consider now the dynamics of the oscillation shown
in Fig. 9, beginning with the small-amplitude oscilla-
tions that precede the large peak in Q(t) shown in Fig.
8. These small-amplitude THC oscillations are of the
‘‘loop oscillation’’ type (Welander 1986). This oscilla-
tion has been observed in GCMs (Delworth et al. 1993)
and has been studied in detail in a four-box model by
Griffies and Tziperman (1995), and so we do not need
to repeat its mechanism here. In a THC-only model
under sufficiently strong FW forcing, the oscillations
are also amplified by the ‘‘advective’’ THC instability
(Marotzke et al. 1988; Tziperman et al. 1994), which
results in a growing amplitude of the oscillations and
eventually in a switch to a different steady state (section
3, Fig. 4). With the WDC added here, a reduced THC
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FIG. 8. An example of self-sustained thermohaline oscillations in the presence of a WDC. (top)
Thermohaline circulation amplitude (Sv). (second from top) Salinity in the surface layer, averaged
over the sinking area (solid line) and over the upwelling region (dashed line). (middle) Salinity
in the northern (solid line) and southern (dashed line) deep boxes. (second from bottom) Average
temperature in the upwelling surface region. (bottom) Temperature in the northern (solid line)
and southern (dashed line) deep boxes, and average temperature in the sinking region (dashed–
dotted line).

FIG. 9. (a) Salinity and (b) temperature anomalies during a complete cycle of the oscillation shown in
Fig. 8. The larger color panels show the temperature and salinity as functions of time and location along
the annulus. The side color bars in (a) and (b) show the variations of the salinity and temperature, respectively,
in the deep boxes. (c) The corresponding variation in the intensity of the overturning circulation Q.

does not necessarily imply a diminished northward salt
transport as required by the advective instability mech-
anism, so that the instability is arrested and self-sus-
tained oscillations arise. Note first that the wind-driven
circulation advects salinity anomalies toward the sink-

ing area along the western part of the gyre and away
from it along the eastern branch. Now, in the presence
of a WDC, the salinity anomalies are not symmetric on
the east and west branches of the gyre just south of the
sinking area. This east–west asymmetry is created in
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FIG. 10. Time-mean surface (a) salinity and (b) temperature profiles, averaged over one period of the
solution.

part by the nonlinear terms (advection of the pertur-
bation salinity by the perturbation THC). The asym-
metry allows the advection by WDC to add or remove
salt from the sinking area (depending on the sign of the
salinity anomaly in the sinking area) and, by doing that,
to arrest the advective feedback and stabilize the oscil-
lations, leading to the limit-cycle solutions observed
above.

Next, consider the larger-amplitude peaks of Q(t) seen
in Fig. 8 that occur every 500 yr or so. At time t . 550
yr in Fig. 9, a large positive salinity anomaly is located
in the region of deep-water formation, resulting in a
higher density there. This dense surface water increases
the strength of the meridional circulation, which cor-
respondingly has a large maximum (Fig. 9c). At the
same time, the strong upwelling of cold water from the
deep layer in the low-latitude region results in a strong
negative temperature anomaly at the surface. This large
peak in the THC follows the series of the smaller-am-
plitude oscillations discussed above. The salinity anom-
aly resulting in this peak arrives at the sinking area as
follows. A positive salinity anomaly forms to the east
of the sinking area because of the east–west asymmetry
discussed above. As the small oscillations are initially
amplified by the advective instability and the THC gets
stronger, the advection in the east part of the gyre be-
comes northward rather than the normal southward ad-
vection by the WDC that is observed when the THC is
weak. A direct northward advection of the positive sa-
linity anomaly in the eastern branch of the annulus into
the sinking region is now possible and results in the
larger peaks in the oscillation shown in Fig. 8.

To summarize, the self-sustained variability exists be-
cause the advective instability feedback is arrested by
the advection of salinity anomalies by the WDC. The
time scale of the small-amplitude oscillations is related
to the loop mechanism, whereas the occurrence of strong
flushes depends on the advection time of a positive sa-
linity anomaly from low latitudes to the north, along
the eastern branch of the annulus. In both cases, the
oscillation is in the same sense in the T–S phase plane

shown in Fig. 6 so that salinity is ahead of the tem-
perature during the entire oscillation, as is typical of
THC oscillations (Delworth et al. 1993; Griffies and
Tziperman 1995).

d. Gyre versus overturning meridional transports

The variability analyzed above is especially interest-
ing because it may shed some light on similar variability
modes seen in GCM studies. Furthermore, the existence
of a WDC in our model allows us a level of comparison
with 3D GCM results that was not possible with pre-
vious simple meridional THC models (Griffies and
Tziperman 1995). To be more specific, the net northward
transport in GCMs is often decomposed into ‘‘meridi-
onal overturning’’ ([u][X]) and ‘‘gyre’’ ([u9X9]) com-
ponents (Bryan 1962) by decomposing each quantity X
into a zonal mean [X] and a deviation from that mean
X9, so that

[uX] 5 [u][X] 1 [u9X9], (11)

where u is the meridional velocity and X is either tem-
perature or salinity. In our simple model, we can use a
similar decomposition, in which the zonal mean is sim-
ply performed over two points on the annulus that are
at the same latitude, in the eastern and western gyre
branches. With this decomposition, we see that the
anomalous gyre northward transport can be different
from zero and can be time dependent even when the
wind-driven circulation is not changing (constant V).

The components of the anomalous northward trans-
port of salt and heat to the sinking region are shown in
Fig. 11, computed at a relatively high latitude position
(u 5 3p/10 and u 5 7p/10). The horizontal-gyre anom-
alous salt transport is out of phase with the overturning
circulation, like that seen by the GCM study of Delworth
et al. (1993). The phase of the gyre component of heat
transport is in phase with the THC component in the
northern part of the gyre while in the low latitudes it is
out of phase (not shown), again in agreement with GCM
studies (Eden and Jung 2001). This result is a very
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FIG. 11. Zonally averaged northward anomaly (deviation from
time-mean value) transport of (top) salt and (bottom) heat. The total
anomalous transport (dotted line in the top panel) is decomposed into
a gyre contribution (dashed line) and an overturning contribution
(solid line). The corresponding overturning circulation is plotted in
the top panel of Fig. 8.

encouraging verification that our idealized model is in-
deed useful for analyzing and understanding more-com-
plex model results.

5. Conclusions

Despite the numerous studies on the dynamics of the
wind-driven circulation and the thermohaline circula-
tion, there have only been a few works looking at the
interaction between the two. In addition, all of these
works used GCMs, which are often difficult to analyze
in detail or to carry to extreme parameter regimes for
a thorough study of variability mechanisms. Our objec-
tive here was to formulate the simplest model that may
be used to investigate the effect of the WDC on the
variability of the THC. We have met this goal by cou-
pling an annulus representing the surface layer of the
ocean, in which the WDC is a simple anticyclonic gyre,
to two boxes that represent the deep ocean and the THC.

We found several most-interesting new results as a
result of adding the WDC to the picture. Unlike simple
meridional THC models, which cannot display self-sus-
tained THC variability, our model does show several
classes of such variability modes. First, for relatively
small FW forcing, we see self-sustained small-ampli-
tude variability that may be relevant to present-day THC
variability. Second, at a larger amplitude of the FW
forcing that in the absence of a WDC leads to a stable
salinity-dominant (reversed) THC, we see large-ampli-
tude THC oscillations that involve spontaneous switches
from thermally dominant to salinity-dominant modes,
as found, for example, in the GCM study of Weaver et
al. (1991). Third, at the boundary between the above
two regimes, we find many variability modes of com-
plex character that involve several small-amplitude THC
oscillations leading to a periodic large-amplitude THC

burst. Last, for large-enough FW forcing, we see a pe-
riod-doubling cascade that leads to chaotic THC vari-
ability. It is very interesting that the presence of even
a weak gyre can prevent the model from settling on a
stable salinity-dominant THC mode that is invariantly
seen in models of the THC alone. This result may
strengthen the case of Bice and Marotzke (2001), who
found it difficult to make their 3D GCM reproduce a
reversed THC mode that has been suggested to exist by
some proxy climate evidence (Brass et al. 1982), al-
though note that such a reversed THC mode was found
in the GCM study of Zhang et al. (2001). The salinity-
dominated steady state is stable in our model only for
very large FW forcing.

The small-amplitude self-sustained oscillations that
are found in the presence of the WDC are one of our
main results. We found that there is a simple physical
mechanism that explains why such oscillations are pos-
sible in the presence of the WDC. The oscillatory mech-
anism is basically that of the thermohaline loop oscil-
lations (Welander 1986), analyzed in the context of a
simple THC box model by Griffies and Tziperman
(1995). In such simple meridional THC models under
sufficiently strong freshwater forcing, the oscillation
grows exponentially in time because of an amplification
by the ‘‘advective instability feedback’’ (Marotzke et
al. 1988). We have shown here that this instability feed-
back is arrested by the advection of salinity perturba-
tions by the WDC. This advection leads to a saturation
of the amplitude of the oscillations and therefore to the
small-amplitude self-sustained oscillations.

The existence of a gyre component in our model al-
lowed us a more-detailed comparison of the model re-
sults with 3D GCM results than is possible with ide-
alized meridional THC models (Griffies and Tziperman
1995). We saw, for example, that the decomposition of
the meridional fluxes of heat and salt into gyre and
meridional-overturning components leads to a most en-
couraging similarity to some GCM studies (Delworth
et al. 1993; Eden and Jung 2001). Such a similarity
clearly strengthens the case for using this and similar
highly idealized models of the interaction between the
WDC and the THC.

Given that our model is extremely idealized, there
were obviously many issues that we could not address
here. We do not address coupled ocean–atmosphere
modes of variability that involve changes to the WDC
from the effect of SST variability on the wind stress
driving the WDC (Delworth and Greatbatch 2000; Dong
and Sutton 2001; Latif 1998; Weaver and Valcke 1998).
However, the wealth of results obtained here for ther-
mohaline variability in the presence of a WDC indicates
that this area of research is a fertile one that deserves
additional studies with a hierarchy of models from the
most idealized one used here, through intermediate
models, and all the way to coupled GCMs. Such a hi-
erarchical modeling approach may help us to deduce
some observable characteristics of coupled THC–WDC
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variability modes that may lead to their verification us-
ing available observations.
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