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A simple method is presented and demonstrated for estimating air-sea fluxes of heat and fresh water
with the aid of a general circulation model (GCM), using both sea surface temperature and salinity data
and climatological air-sea flux data. The approach is motivated by a least squares optimization problem
in which the various data sets are combined to form an optimal solution for the air-sea fluxes. The
method provides estimates of the surface properties and air-sea flux data that are as consistent as
possible with the original data sets and with the model physics. The calculation of these estimates
involves adding a simple equation for calculating the air-sea fluxes during the model run and then
running the model to a steady state. The proposed method was applied to a coarse resolution global
primitive equation model and annually averaged data sets. Both the spatial distribution of the global
air-sea fluxes and the meridional fluxes carried by the ocean were estimated. The resulting air-sea
fluxes seem smoother and significantly closer to the climatological flux estimates than do the air-sea
fluxes obtained from the GCM by simply specifying the surface temperature and salinity. The better
fit to the climatological fluxes was balanced by a larger deviation from the surface temperature and
salinity. These surface fields were still close to the observations within the measurement error in most
regions, except western boundary areas. The inconsistency of the model and data in western boundary
areas is probably related to the inability of the coarse resolution GCM to appropriately simulate the
large transports there. The meridional fluxes calculated by the proposed method differ very little from
those obtained by simply specifying the surface temperature and salinity. We suggest therefore that
these meridional fluxes are strongly influenced by the interior model dynamics; in particular, the
too-weak model meridional circulation cell seems to be the reason for differences between the
meridional transports in the model and those estimated from other sources. We discuss the
implications for the calculation of air-sea fluxes by inverse models.

1. INTRODUCTION

The recent interest in climate and, in particular, in the
ocean’s role in the climate system has increased the need to
obtain accurate estimates of air-sea fluxes of heat and fresh
water. Such estimates are needed both for driving ocean
models and for monitoring the changes in the air-sea fluxes
due to a possible climate change. The available estimates of
these fluxes are obtained from various sources, all of which
have well-known limitations. In particular, climatological
flux estimates obtained from meteorological ship data with
the aid of empirical bulk formulas [Esbensen and Kushnir,
1981; Baumgartner and Reichel, 1975] are known to contain
large uncertainties.

Ocean models and oceanographic data are commonly
believed to be among the more reliable sources for estimates
of air-sea fluxes of heat and fresh water and of the related
meridional fluxes carried by the oceans. The ‘‘direct meth-
od”’ [e.g., Bryan, 1962; Hall and Bryden, 1982] uses hydro-
graphic data and dynamic calculations, possibly with the
addition of current meter measurements in western bound-
ary currents, to calculate the fluxes of heat and salt carried
by the ocean and the air-sea fluxes. However, flux estimates
obtained by the direct method contain uncertainties due to
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improper temporal and spatial resolution of the data, partic-
ularly in western boundary regions, and to the level of no
motion assumption. Inverse methods may be used to avoid
the level of no motion assumption [Wunsch, 1984]. How-
ever, the dynamics often used in inverse models, geostrophy
and box conservation of mass heat and salt, is very simpli-
fied. It is clearly desirable to use more complex (and
hopefully more accurate) dynamics for estimating the sur-
face fluxes. It is also necessary to use methods of analysis
that can compensate for data errors due to incomplete
sampling. However, newly introduced inverse methods
which allow the use of fully complex general circulation
models (GCMs) are still being developed [Tziperman et al.,
1992] and are quite difficult to implement and use.

Ocean general circulation models can produce estimates
of air-sea fluxes if given the surface distributions of temper-
ature and salinity, although there are several difficulties with
this approach as well. First, the resulting fluxes tend to have
spatial distributions that are too noisy. In addition, the
resulting air-sea fluxes and related meridional fluxes carried
by the ocean are often inconsistent with other flux estimates,
such as climatological fluxes obtained from meteorological
ship data. An important yet unanswered question is whether
the fluxes calculated by oceanic GCMs can be made consis-
tent with the other flux estimates by changing the specified
surface temperature and salinity within the error estimates
for the surface property data. Finally, in specifying surface
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properties in a GCM simulation in order to calculate the
air-sea fluxes, the existing air-sea flux estimates from atmo-
spheric models or climatological ship data are normally not
used, so that the resulting air-sea flux estimate is not optimal
because not all of the available information was used to
obtain it.

This work has two main objectives. The first is to propose
a simple method for calculating air-sea fluxes by combining
data of the sea surface temperature (SST) and sea surface
salinity (SSS) with climatological estimates of the air-sea
fluxes, using an oceanic general circulation model. The
method is demonstrated using a realistic complex general
circulation model of the global ocean, by producing global
estimates of the air-sea fluxes. Our second objective is to
examine the consistency of the model and various data sets
(surface temperature and salinity and climatological flux
data). More specifically, we wish to determine whether these
various data sets are consistent with each other and with the
model dynamics and to locate the sources of possible incon-
sistencies. We shall demonstrate that by allowing the model
to deviate from the data for the surface temperature and
salinity within the assumed observational errors, it is possi-
ble to make the air-sea fluxes calculated by the model more
consistent with the climatological flux data. Yet the model
meridional fluxes carried by the ocean will be shown to be
less sensitive to the details of the surface temperature and
salinity than the climatological fluxes. In fact, the model
meridional transports are significantly different from those
derived from the climatological flux data, even when we
allow the model to deviate from the surface temperature and
salinity data. In this context, we are particularly interested in
locating specific model limitations that cause the inconsis-
tencies between the model and the various data sets. Thus
the present approach is used for validating the model as well
as for obtaining the flux estimates. (The model validation is
done simultaneously with the flux estimation by simply
examining the residual fields when calculating the optimal
fluxes.)

The method proposed here offers several advantages over
those mentioned above. First, both sea surface property data
and existing flux estimates are used to obtain the desired
estimate of the air-sea fluxes. Each data type is weighted by
its error level, so that the more accurate data are given larger
weight. Another advantage is that the model equations used
to estimate the air-sea fluxes may be as complex as desired,
and we demonstrate the method using a global primitive
equation model. In addition, the method allows the model to
deviate from the specified surface temperature and salinity in
order to better fit the existing flux estimates. Finally, the
estimated fluxes are consistent with the steady state model
dynamics. In particular, for the global model used in this
study, the total integrated air-sea fluxes of heat and fresh
water vanish, as no net gain by the ocean of heat and fresh
water is allowed at steady state. Important information is
provided by the residual fields, i.e., the difference between
the calculated surface properties and the corresponding data
and the difference between the calculated air-sea fluxes and
the corresponding data. By examining these residual fields, it
is possible to determine in what regions the surface property
and climatological flux estimates are consistent with each
other and with the model dynamics within the a priori error
bars.

The procedure used here is motivated by an optimization
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(inverse) approach, yet it is far simpler to implement than
nonlinear inverse methods that can, in principle, be used for
this purpose. The very simple equations used in the GCM to
calculate the air-sea fluxes are similar to the one-way feed-
back used in ocean models as upper boundary conditions
[Oberhuber, 1988; Ezer and Mellor, 1991].

The following sections describe the methodology, model,
and data (section 2) and the results of a calculation of the
heat and freshwater fluxes using a global primitive equation
model and global data sets (section 3). Conclusions are
presented in section 4.

2. METHODOLOGY, MODEL, AND DATA

2.1. Methodology

Oceanographic general circulation models use one of two
alternative formulations of the upper boundary condition for
temperature and salinity. In one formulation, climatological
heat flux data H¢ and evaporation minus precipitation data
(E-P) 4 are used to drive the model, while in the other, sea
surface temperature SST and sea surface salinity SSS are
specified through a Rayleigh type condition.

The surface temperature is specified in an oceanic GCM
by driving the model with an implied air-sea heat flux H SST
that is calculated from the model upper level temperature
T; ;=1 and the temperature data at this depth, T,»‘{j,kzl
(where the indices i and j denote horizontal grid point
location, and k denotes vertical level), as follows:

s d
Hz'jST = poCpy Az (T 4oy = Tij=1)- (1)

The restoring coefficient yT has units of 1 over time, C), is
the heat capacity of seawater, p, is a constant reference
density, and Az, denotes the thickness of the upper model
level. Similarly, an implied freshwater flux is calculated from
the difference of the model surface salinity and the surface
salinity data,

(E — P)SSS = ')’SAZI(S;{j,kzl = S k=180 2)

where S is a constant reference salinity used to convert the
virtual salt flux to an implied freshwater flux.

Both the climatological flux data and the implied fluxes
derived from a GCM clearly cannot be considered optimal,
as each of them ignores some of the available information
(SSTor H d) that can be used to calculate the air-sea fluxes.
Given data of both the sea surface properties (SST¢ and
SSS%) and the air-sea fluxes (H? and (E — P) 4y, it is
desirable to use them together in order to calculate an
optimal estimate for the poorly known air-sea fluxes. The
two types of data must be combined through a model to form
optimal air-sea flux estimates. The optimal estimates of the
air-sea fluxes of heat H and fresh water (E — P) can be
solved for by formulating an appropriate optimization prob-
lem. The optimal estimates must be as consistent as possible
with both the flux data and the implied fluxes calculated by
a GCM from the surface temperature and salinity data. The
model equations are used as constraints, such that the model
is driven by the fluxes H and (E — P), and the resulting
model solutions for the sea surface temperature and salinity
are used (through (1) and (2)) to calculate the implied fluxes
HSST and (E - P)SSS. The solution to this optimization
problem minimizes a cost function of the form
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J[SST, H, SSS, (E-P)]= >, {(WSTHSST - H, )2

ij
+ WHHE, - H, )+ WSS(E - P)JS —(E-P), }]?
+ WEFI(E - P)¢, — (E - P); )% ?3)

Note that the terms involving H SST and (E — P) SSS serve
simply to constrain the model surface temperature and
salinity to be close to the observed SST¢ and SSS¢. The
rationale for this form of the cost function is discussed
further, following (11). The weights (WSST | etc.) in the cost
function are chosen to be proportional to the squared inverse
error for each of the data fields. The weights could, in
general, be functions of location if information on the spatial
structure of the errors is available, or they could even be
represented by nondiagonal matrices in order to represent
information of the spatial error covariance. The minimiza-
tion problem posed by (3) could, in principle, be solved using
various nonlinear inverse methods (linear methods cannot be
used because the model equations used as constraints are
nonlinear), such as the adjoint method [Tziperman et al.,
1992] or others [Mercier, 1989]. We wish, however, to
present here a simpler alternative for combining surface
property and air-sea flux data using an oceanic GCM. After
presenting this simpler methodology, we shall discuss its
relation to the optimization problem (3).

Because we want to obtain a heat flux estimate that is as
close as possible to both the flux calculated by specifying
surface properties (HS55T) and the available climatological
heat flux data H¢, we simply write the optimal flux as a
weighted average of the two:

H=a"™H"+ (1~ a"HT, (4)

(E-P)=aS5(E-P)+(1-a)E-P)SST. (5

As we wish to weight the two terms in the weighted average
expression for the heat flux by their corresponding errors,
e(HY) and e(HSST), we choose

a1 - aT) = e(HSY)/e(HY, (6)
aS/(1 — ad) = ¢[(E = P)SSS)/e[(E - P)). (7)

Note that if HSST and H? were independent, the least
squares optimal estimate would require that the weight ratio
al/(1 — aT) be proportional to the square ratio of the
corresponding errors [e.g., Ghil and Malanotte-Rizzoli,
1991]. These fluxes are not independent, however, so the
simple least squares optimal estimate cannot be used. The
dependence of the fluxes is an important issue: H SST s
calculated every time step during the model run, based on
the model SST that is in turn affected by the value of H
which is calculated from HSST by (4). The dependence of
HSST and H implies that one cannot simply run the model
under restoring conditions, find H SST, and then use (4) to
calculate the optimal H. As a result, if a7 = 0.9, for
example, we do not expect the optimal flux to necessarily be
much closer to H55T than to H9. All that can be expected is
that the rms deviation between the optimal flux and the flux
data, and the rms deviation between the model SST and the
SST data, will be within the error estimate used to calculate
aT. Note that if a7 = o5 = 0, as is the case in some of the
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runs presented below, (4)—(7) simply reduce to using the
usual restoring conditions. Equations (6) and (7) are further
justified below by examining their relation to the cost func-
tion (3).

The error estimate for the surface temperature data is (7)
= 1°, and the corresponding surface salinity error is £(§) =
0.25 parts per thousand (ppt). These errors represent mea-
surement and sampling errors, as well as errors due to the
unresolved seasonal signal. While precise estimates for these
errors cannot be given, we consider the values given above
to be reasonable order of magnitude estimates. Using (1) and
(2) to translate SST and SSS errors into an error estimate for
the implied heat fluxes, we have

e(HST) = poC,y"Az,e(T) =81 Wm™?, (8)

%)

where we have used yT’S = 1/30 days_', C, = 4185 Jkg"1
°c1, So = 35 ppt, and Az; = 50 m. The high value for the
error in the implied salt flux indicates that y5 should
probably be chosen smaller than 1/30 days ™! when driving
an oceanic GCM by specifying the surface salinity, which is
further discussed below (see (15)). Note that the error in
HSST and [E - P13 isin large part due to model errors, not
only errors in the SST and SSS data. Model errors are, of
course, even more difficult to quantify than data errors, but
if given any information on these errors, they could be
included in e(FHSST),

Error estimates for climatological air-sea fluxes vary sig-
nificantly among different sources. As a reasonable estimate
for the error in the heat flux data, one can choose 50 W m ~2
[e.g., Tally, 1984]. Errors for the evaporation are of the order
of 25%, while the errors for the precipitation may be much
larger [Wijffels et al., 1992]. We therefore choose the follow-
ing rough order of magnitude error estimates:

e[(E — P)S55] = ySAz,£(8)/So = 434 cm yr ™!,

e(H% =50 Wm2,

e[(E-P)¥ =50 cm yr .. (10)

These error estimates are clearly somewhat uncertain, but
note that only the ratios of the error estimates for the surface
temperature (salinity) and for the climatological heat (fresh-
water) fluxes enter the calculations o7 and a5,

With these error estimates we obtain the value of the
coefficients in the expressions (4) and (5) for the fluxes:

(1)

The larger value found for a5 indicates that because y5 was
chosen to be relatively large, less weight is given to the
implied flux calculated from the surface salinity distribution
when combining the implied and climatological fluxes into a
single estimate. In general, the error estimates in (8) and (9)
are clearly strongly dependent on the choice of the restoring
coefficient v, reflecting the arbitrariness of these coefficients
in calculations of air-sea fluxes from surface properties using
ocean GCMs. Note, however, that this arbitrariness is at
least partially removed in the present approach; a too-large
restoring coefficient is automatically compensated by an
appropriate value of a! or aS.

In order to better understand the formulation in (4) and (5)
(or (3)) for estimating the air-sea fluxes by combining SST
and climatological flux data sets, let us first examine the case

aT=0.6; a$=0.9.
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where the errors in the SST data are vanishingly small (or
equivalently, where those in the climatological flux data are
very large). In this case, we find from (6) that 7 = 0, and
our formulation (4) reduces to using the standard restoring
boundary conditions, H = HSST. The restoring boundary
conditions tend to make the model SST close to the SST
data. However, it is important to understand that although
we assume perfect SST data in this case, the model SST will
not be equal to the data for the SST. The two will still be
different, and the resulting air-sea heat flux (equation (1))
that is proportional to the difference between them will not
vanish. The distance between the model SST and the SST
data is determined by the restoring coefficient y7. The better
model we use, and the higher its resolution, the larger we can
choose yT, and the closer the model SST will be to the
corresponding SST data. The difference between the model
SST and the corresponding data may be viewed as a result of
model errors that do not enable the model to fit perfectly the
observed SST. It is therefore unwise to choose y7 or y¥ to
be too large for a coarse model, as this results in very noisy
and unreasonable values for the implied fluxes, as will be
seen below for the implied freshwater fluxes. While 7
increases and the difference SST? — SST decreases, their
product remains finite and provides the desired air-sea flux
estimate. With a perfect model and noise-free SST and
air-sea flux data, the implied fluxes should be perfectly
consistent with the climatological flux estimates. In a more
realistic situation, when the model and the various data sets
are not completely consistent, the term (H 3" — H, )? in
the cost function (3) simply serves to enforce the model
surface temperature to be close to the SST data. When the
errors in the SST data are not negligible, «” does not vanish,
and both SSTY and H? are utilized by our approach. The
model is then allowed to deviate further from the SST data in
order to better fit the climatological flux data H¢. Clearly, in
this case, too, the SST data and the model SST will never be
equal but will get only as close as is allowed by the specified
SST errors and the restoring coefficient y?.

The derivation of the equations for the air-sea fluxes based
on both the sea surface property data and the climatological
flux data is now completed. We now wish to further justify
our approach in (4) and (5) by briefly discussing its relation to
the optimization problem stated in (3). (The reader interested
mostly in the results can now skip to section 3.) Tziperman
et al. [1992] have shown that the robust diagnostic method of
Sarmiento and Bryan [1982] may be seen as a special limit of
an optimization approach that seeks to combine model
dynamics and hydrographic data by minimizing an appropri-
ate cost function. Similarly, we would like to suggest that the
solution to the air-sea fluxes obtained from our equations (4)
and (5) is closely related to the minimum solution of the cost
function (3).

To see the relation between the optimization problem and
the equations we derived, consider again the cost function
(3). The weights in front of each of the terms in the cost
function represent the inverse squared error for each term.
At the minimum. of the cost function the temperature field,
for example, is expected to deviate from the data value by
about the error estimate. As a result, the value of (T — 79)?2
is roughly the value of the error squared, so that when
normalized by the number of data points, the term > W7
(T — T9? is expected to be of order 1. Similarly, at the
minimum of the cost function each of the terms in the cost
function is of order 1 after normalizing by the number of data
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points, so that we expect the different terms of the cost
function to have roughly the same magnitudes (see Tziper-
man et al. [1992] for additional details). The temperature
terms, for example, should therefore satisfy

DOIWSSHHSST — [, )% =D [WHHE - 1, )%, (12)

Next, without rigorous justification, but based on the expe-
rience of Tziperman et al. [1992] with a similar problem, we
translate this condition into a local balance:

w3 - H, )2~ wllH - 1, )% (13)

This local balance is clearly not expected to hold exactly in
a least squares problem based on the cost function (3), but it
is used here merely to justify (4) and (5). Taking the square
root of the last equation and assuming that the numerical
value of the optimal heat flux H is between those of the
implied flux 757 and the climatological data HY, we have

(WSSUWH) (H3ST — |, )~ (H, - B, (14)
A final manipulation of (14) brings us to the form postulated
before in (4), and the relation between the weights in the cost
function (3) and the coefficient ' can be easily shown to be

al=[1+ (WHwSsT)Iz)-1, (15)

With W# = 1/e(HY)? and WS = 1/(HSST)?, (15) is
consistent with our recipe (equation (6)) for choosing al,
Both the form of (14) and the value of the weight al
therefore demonstrate the link between the optimization
problem of (3) and the one solved by our approach in (4) and
(5). Although the results of the two methodologies cannot be
expected to be equal, they may be expected to be fairly
close. The simple approach used here can be used to
initialize a least squares optimization based on a more
rigorous nonlinear inverse method such as the adjoint
method. Such an initialization is important because the
gradient-based optimization methods may fail if they are
started too far from the optimal solution because of the
possible existence of multiple local minima of the cost
function [Tziperman et al., 1992].

It is interesting to note that the equations used in the GCM
to calculate the air-sea fluxes are similar to the one-way
feedback used in ocean models as upper boundary condi-
tions [Oberhuber, 1988; Ezer and Mellor, 1991]. The major
difference is that there the choice of coefficients is not based
on the error estimates of the surface properties and flux data
but on quite different considerations.

The proposed methodology was implemented in the gen-
eral circulation model, which was run to a steady state
(typically integrating for 1500 years, using different time
steps for the tracer and momentum equations, as well as for
the deep and upper ocean in order to accelerate the conver-
gence to steady state [Bryan, 1984]). The globally integrated
fluxes of heat and fresh water were examined to make sure
that the average net input of heat and fresh water into the
ocean at steady state is sufficiently small (typically less than
0.1 W m 2 and 0.1 cm yr™!). The zero net air-sea flux is
easily obtained here, but it may require an explicit additional
constraint in an inverse calculation based on the cost func-
tion (3).

2.2. Data

In order to demonstrate the methodology discussed
above, we have chosen to use a coarse resolution global
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primitive equations model, together with annually averaged
climatological data. The Levitus [1982] data are used for the
temperature and salinity at the depth of the first model level
(Figures 1a and 1b); the heat flux data used here are those of
Esbensen and Kushnir [1981] and are shown in Figure 1c;
evaporation minus precipitation minus runoff data are taken
from Baumgartner and Reichel [1975] (Figure 1d). Finally,
Figure 1e shows the meridional heat and freshwater fluxes
derived from the climatological flux data, using the expres-
sion given on the right-hand side of (17). Both the spatial
distribution of the air-sea fluxes and the derived meridional
fluxes will be later compared with the results of our calcu-
lation. Error estimates for climatological air-sea fluxes of
heat and fresh water were discussed, for example, by Tally
[1984] and Wijffels et al. [1992]. The error information
needed in the calculation presented below has been specified
as discussed in the section 2.1. Finally, the wind stress used
here is the annually averaged Hellerman and Rosenstein
[1983] data.

2.3. Model

The general circulation model used in this study has been
used in several previous studies, in which it was coupled
with an atmospheric model [Stouffer et al., 1989; Manabe et
al., 1991]. A model of higher horizontal and vertical resolu-
tion would have been preferred, but that would have made
an exploration of parameters more difficult. The model is of
the annually averaged ocean circulation and does not resolve
the seasonal cycle. There are two main justifications for
using a steady model here. First, we find below that the
results from this model are not very different from the
annually averaged results of previous similar seasonal mod-
els. In addition, we prefer to test the suggested methodology
on a simpler steady model before proceeding to the more
complex seasonal case. The basic model is similar to that of
Bryan [1969] with later modifications by Semtner [1974] and
Cox [1984]. The parameters and vertical structure are similar
to those used by Bryan and Lewis [1979] in an early study of
the world ocean. A special feature of the present model is the
inclusion of a mixing tensor, which allows lateral mixing of
heat and salt to be tilted so that it is aligned at some angle
between the horizontal and a plane parallel to surfaces of
constant density. Since the tensor diffusivity formulation of
this model has not been documented elsewhere, we provide
its description in the appendix with the important parameters
of the model.

For this study we have allowed for an exchange of water
between the Atlantic and Pacific oceans, by specifying a flow
of 0.75 Sv (1 Sv = 10% m? s~!) through the Bering Strait,
following the recent measurements by Coachman and Aa-
gaard [1988]. In addition, the exchange between the Pacific
and Indian oceans through the Indonesian straits, for which
estimates vary between 1-2 Sv and 20 Sv, was specified here
to be 4 Sv. In both cases, the specification involves setting
the barotropic stream function to a fixed value, while allow-
ing the model to adjust the baroclinic component of the flow.
The consequences of allowing for these interocean ex-
changes, particularly between the Atlantic and Pacific
oceans, have been examined in detail by Wijffels et al. [1992]
and are discussed further below.

2.4. Meridional Fluxes of Heat and Fresh Water

Among the useful diagnostic tools used to discuss the
results of the calculation of the air-sea fluxes are the merid-
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Fig. 1. (a) The Levitus [1982] temperature at the depth of the

upper tracer grid point in the model (25 m). (b) Levitus salinity at 25
m. (¢) Annually averaged Esbensen and Kushnir [1981] heat flux.
(d) Baumgartner and Reichel [1975] annually averaged (E — P
runoff). (e) Global meridional heat and freshwater fluxes calculated
from the Baumgartner and Reichel and Esbensen and Kushnir data
sets. The labels on the curves indicate transports in the Atlantic
Ocean (dotted lines marked A) and in the Pacific and Indian oceans
combined (dashed lines marked P & I), and the total global ocean
meridional transports (solid lines marked T).

ional fluxes of heat and fresh water carried by the ocean. Let
x,y,and z and u, v, and w be the eastward, northward, and
vertical coordinates and velocities, respectively; let k, and
k, be the vertical and horizontal diffusivities of heat, respec-
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tively; and consider the advection-diffusion equation for the
temperature:

(ul), + (UT)y + W), — (k,T),

- [(kth)x + (khTy)y] =0. (16)

Integrating this equation over a longitudinal section of a
closed basin (i.e., over x and z) and from some latitude y, to
latitude y, using integration by parts, the surface boundary
condition pyC,k,T, = H, and the no-flux and no-flow
conditions on the bottom, east, and west boundaries, we find

y
ff dx dpoCp(vT—khTy)} =ffy dx dy'H. (17)
Yo Yo

The left-hand side represents the difference in the total
meridional heat flux (advective and diffusive) between lati-
tudes y and y, that is the result of the integrated surface heat
flux between these latitudes. The left-hand side of the last
equation is what we refer to as the meridional flux of heat
(and, similarly, for the freshwater flux).

The meridional flux may be decomposed into contribu-
tions of advection (vT in (17)) and diffusion (&, T,). Diffu-
sion in this model can be considered a crude representation
of the effects of mesoscale eddies, which would tend to
break down tight gradients of temperature and salinity.
Another possible decomposition of the meridional flux [e.g.,
Bryan and Lewis, 1979, equation (25)] is to divide the
advection part into ‘‘overturning’” and ‘‘gyre’ contribu-
tions. The first is the advection of the zonally averaged
temperature by the zonally averaged velocity, corresponding
to the contribution of the vertical overturning cell; and the
second is the total advection minus the overturning contri-
bution, roughly corresponding to the advection by wind-
driven gyres. In our calculations the isopycnal mixing is used
rather than the simple horizontal and vertical diffusivities
(see appendix), but the preceding discussion still applies
with the obvious modifications to the mixing term.

When presenting the meridional flux for separate ocean
basins, the starting latitude for the integration, y, is taken to
be 73.367°N, which roughly corresponds to the latitude of
the Bering Strait for the Pacific Ocean and is slightly north of
the Denmark Strait for the North Atlantic Ocean. For the
global ocean the starting latitude for the integration is the
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(continued)

north pole, where the meridional flux vanishes, of course.
Note that in the model the freshwater flux at the surface is
actually replaced by a virtual salt flux condition, as is
commonly done in ocean GCMs [Huang, 1993]. As a result,
salt flux and freshwater flux are not independent, as they are
in the real ocean [Wijffels et al., 1992].

3. RESULTS

3.1. Standard Model Solution and Implied Fluxes

Before applying the methodology introduced in the previ-
ous section, we use the standard procedure for specifying
surface temperature and salinity in order to calculate the
implied heat and freshwater fluxes using (1) and (2) with a
commonly used value for the restoring coefficients, y7 =
v% = 1/30 d”! (run a in Table 1). The results are shown in
Figures 2-5. The results shown in Figures 2-4 provide an
assessment of the model’s performance. The total meridi-
onal overturning for the entire world ocean is shown in
Figure 2. The results are in general agreement with diagnos-
tic results from much higher resolution models [Semitner and
Chervin, 1988; Fujio et al., 1992], with the exception of the
region immediately adjacent to Antarctica. In the northern
hemisphere, over 18 Sv of deep water are formed which flow
southward at depths between 2 and 3 km. The upper ocean
near the equator is dominated by equatorial upwelling, and a
very deep overturning circulation known as the ‘‘Deacon
cell” exists below the southern hemisphere westerly winds.
Figure 2 shows upwelling adjacent to Antarctica, while many
other models indicate sinking.

Zonally averaged temperature and salinity are shown in
meridional sections in Figure 3. The simulation of the
general shape of the thermocline is excellent. In this regard
the isopycnal mixing formulation of the model is very
important. A test without this feature (results not shown)
results in a much thicker and more diffuse thermocline. The
salinity fields indicate reasonable agreement in the upper
ocean with a good simulation of Antarctic Intermediate
Water (AAIW) in the Atlantic.

The corresponding fields of implied air-sea heat flux and
net freshwater flux, calculated using (1) and (2), are shown in
Figure 4. Both the heat flux and the £ — P patterns may be
compared to the observational estimates shown in Figures
Ic and 1d. Note that the pattern of Figure 4 for E — P
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TABLE 1. Summary of All Runs Used in This Study
Data 41, ¥s, T-1° H - H? S-S54 (E-P) - (- P9 Corresponding
Run Used ol o’ day ! day ™! rms °C rms, W m 2 rms, ppt rms, cm yr- Figures
a T4, 8¢ 0 0 1/30 1/30 0.5439 44.12 0.1136 211.20 2,3
b all* 0.6 0.9 1/30 1/30 0.8634 31.63 0.3570 69.52 4,5,6
¢ T4, 84 0 0 1/60 1/240 0.8278 34.46 0.3167 112.92
d T4, 84 0 0 1/30 1/120 0.5064 40.42 0.2181 124.01
e T4, 84 0 0 1/10 1/30 0.2199 52.68 0.1131 210.30

Coefficients are defined in the text; o and oS in equations (4) and (5) and yT and ys in equations (1) and (2). T and S are the
model-calculated, upper-level temperature and salinity; H and [E — P] denote the model-calculated heat and freshwater fluxes,
respectively. The same quantities with superscript d (e.g., T9) refer to the corresponding data value.

*gd [E — P19, T¢, and S9.

includes the implied contribution of river discharge along the
continental coastline, since runoff is an important factor in
the salinity distribution near shore. The spatial distributions
of heat and freshwater fluxes show some significant differ-
ences between the climatological flux data (Figures 1¢ and
1d) and implied fluxes (Figure 4). It is clear that the patterns
of Figure 4 are much more complex than the observational
estimates in Figure 1, particularly in regions of western
boundary currents and the circumpolar current. This differ-
ence in complexity is due to several factors. One is simply
that the observational estimates are averaged with respect to
space and do not take into account details of the observed
sea surface distribution. This is obvious if the Esbensen and
Kushnir [1981] estimates are compared with the Isemer and
Hasse [1987] heat flux for the North Atlantic. Another factor
is simply a misfit between the model and the imposed surface
temperature and salinity data. The temperature and salinity
in western boundary current regions, in particular, are
strongly affected by the strong transports in these regions.
The inability of the coarse ocean model to simulate the large
transports needs to be balanced by an unrealistic value of the
implied fluxes in order to allow the surface temperature and
salinity to still be close to the specified Levitus data.
Qualitative agreement between observations and the model
seems to be highest in low latitudes away from boundaries.

MERIDIONAL ¥ (SV)

WORLD OCEAN

755 908

45N

90N £Q
<+«—— [ATITUDE
Fig. 2. Results of the ‘‘standard” model run (run a in Table 1)

obtained by specifying sea surface temperature and sea surface
salinity, using restoring times of 30 days and running the model to
steady state. Plot shows latitude versus height of the meridional
stream function for the global ocean.

For example, the model captures the zone of minimum of
E — P just north of the equator in the Pacific and the belt of
minimum E — P extending from the Indonesian area diago-
nally across the South Pacific. It seems that the low-
resolution model of this study provides the best fit to surface
boundary conditions in open ocean areas, without convec-
tive overturning.

While both the implied heat flux and the implied salt flux
deviate significantly from the climatological data values, the
implied salt flux seems particularly noisy and farther away
from the climatological data. The rms difference between the
implied and the climatological fluxes (given in Table 1) is 44
W m~2 and 211 cm yr~! for the heat and freshwater fluxes,
respectively. The rms difference between the heat fluxes is
quite large, but within the order of the assumed error level
for the climatological heat fluxes (50 W m~2). But the
deviation of the rms difference between the freshwater fluxes
from the assumed error in the climatological fluxes (50 cm
yr 1) is quite large.

The total model meridional transports (Figure 5), including
both advection and diffusion, can be compared with those
calculated from the climatological flux data and are shown in
Figure le. The poleward heat transport is obtained by
integrating the surface heat flux over the ocean with respect
to both latitude and longitude (see (17)). As a result, many of
the complex details shown in Figure 4 cancel out, and the
total transport curves for both heat and moisture are rela-
tively smooth. Comparing the northward heat transport with
the estimate shown in Figure le from the Esbensen and
Kushnir [1981] data, we find that the most noteworthy
discrepancy is the amplitude of northward heat transport in
the northern hemisphere. Poleward heat transport in the
model is only about one half of that indicated by the data.

Two breakdowns of poleward transport of heat and fresh
water are shown in Figure 5. The panels on the left show
advection and lateral diffusion separately. Diffusion plays
the most significant role in midlatitudes of both hemispheres,
but it is particularly important along the circumpolar current
front of the southern ocean. Another perspective can be
gained by examining the right-hand panels of Figure 5. The
advection component of transport is divided into the over-
turning and gyre components (see discussion following (17)).
Note that these two terms often tend to compensate each
other. For example, at the equator the wind-driven overturn-
ing tends to transport heat away from the equator toward
both poles. At the same time the gyres tend to transport back
toward the equator. In the southern ocean the ‘‘Deacon
cell”” shown in Figure 2 drives heat toward the equator, but
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for the Atlantic Ocean.

it is compensated by departures from the zonal average in
velocity and temperature which drive heat toward Antarc-
tica.

The same type of compensation between the overturning
and gyre component of the transport does not exist in the
northward transport of fresh water. In this case the gyre
component appears to be much more important at all lati-
tudes, suggesting that the net poleward transport of fresh
water cannot be explained in terms of any simple ‘‘conveyor
belt’’ analogy.

Unlike the implied fluxes, the calculated upper level
temperature and salinity do not deviate significantly from the
data values. The rms difference between the calculated
temperature and the Levitus data is only about 0.5°C, about
one half of the assumed error level in the temperature data.
The rms deviation of the salinity from the data is only 0.1
ppt, significantly smaller than the assumed error of 0.25 ppt.

3.2.

The results presented above raise the question of whether
it might be possible to allow larger deviations from the
surface temperature and salinity data, and therefore improve
the fit to the climatological flux data. We try next to answer

“Optimal’’ Solution for the Air-Sea Fluxes

this question by using the methodology presented in section
2.1 to calculate the air-sea fluxes based on both the surface
properties and the climatological flux data (run b in Table 1).
We first wish to emphasize that the interior solution for the
temperature, salinity, and velocity field is hardly different
from those of the standard solution shown in Figures 2—4.
The results for the air-sea fluxes are shown in Figure 6. The
general appearance of the fluxes is much smoother than that
of the implied fluxes in Figure 4, and the rms difference
between the calculated flux and the data value is smaller than
that for the implied fluxes (especially for the freshwater flux;
see Table 1). The better fit to the climatological flux data is
balanced by an increase in the rms difference between the
surface temperature and salinity data and these values
calculated by the model. Thus the model deviated further
from the temperature and salinity data in order to decrease
the distance from the climatological flux data. The final
solution is such that the deviations from all data values are of
the order of magnitude of the specified errors for the various
data fields. The structure of the rms residuals indicates that
the method was able to use each data type in accordance
with its expected accuracy and to stay as much as possible
within the specified error bars.
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Fig. 4. Implied air-sea heat and freshwater fluxes from the standard model solution.

The general ability of the solution to balance rms distances
to the various data types confirms our expectation that the
approach used here is closely related to the optimization
approach used as the motivation for deriving (4) and (5) for
the fluxes.

Consider next the meridional fluxes of heat and fresh
water calculated for the ‘‘optimal’’ solution of run b in Table
1. There seem to be many differences between the patterns
of surface heat flux obtained in this run and those in the run
in which both the surface temperature and salinity are
specified. These differences are very obvious when Figure 4
is compared with Figure 6. With this result in mind one
would expect a priori that there would also be significant
differences in the poleward transport of heat in the two
solutions. Poleward heat transport for the optimal run is
shown in Figure 7 and can be compared with the heat
transport values for run a given in Figure 5. Surprisingly, it
is difficult to distinguish any significant differences between
the poleward transport of heat and water in the two cases. A
closer examination of the implied (Figure 4) versus optimal
(Figure 6) fluxes shows that the differences between the two
fields are mostly in the very small scale (1 to 2 grid points)
patterns that are present only in the implied fluxes. Evi-
dently, these small-scale patterns do not contribute signifi-

cantly to the area integral used to obtain the meridional
fluxes (right-hand side of (17)) because of their small area. To
some extent the differences in local heat and water flux in the
implied and optimal solutions also tend to cancel out when
integrated with respect to latitude and longitude as is re-
quired to obtain the poleward transports.

In Table 2 the results of the optimal run shown in Figure 7
are compared with earlier model results [Bryan, 1982] and
estimates from observations. The Bryan [1982] results are
actually based on a world ocean modeling study described
more fully by Bryan and Lewis [1979]. The Bryan and Lewis
[1979] model was similar in many respects to the present
model, except that it included seasonal variations. It was
forced by the Levitus [1982] temperature and salinity data at
the upper boundary, and the wind stress data are the same as
those used in the present study. Comparing the results
shown in Table 2, we see that transports predicted in the
optimal run without seasonal variations are very much like
those of earlier model studies. In the North Atlantic, model
heat transport is only 50% of that indicated by Esbensen and
Kushnir [1981] and of direct measurements by Bryden and
Hall [1980]. In the North Atlantic there is a better agreement
between Baumgartner and Reichel’s [1975] results and
model results for water transport, but there is a significant
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T).

discrepancy in the South Atlantic. Baumgartner and Reichel
indicate a net loss of water to the atmosphere in the Atlantic
between 40°N and 30°S, which is 2 or 3 times as great as that
indicated by the models.

In the North Pacific the discrepancy in poleward heat
transport between the models and estimates from data is
similar to that in the North Atlantic. On the other hand, the
agreement of models and data on heat transport for the
combined effect of the Pacific and Indian oceans in the
southern hemisphere is remarkably good. Net water trans-
port of the Pacific and Indian oceans also agrees quite well
with the Baumgartner and Reichel [1975] estimates in the
northern hemisphere.

For the entire world ocean we see that poleward heat
transport is about 50% of that estimated by surface heat
balance in the northern hemisphere, but it is just about the
same in the southern hemisphere. Differences between the
model and observations in poleward water transport for the
South Atlantic and the combined South Pacific and Indian
oceans tend to cancel each other. As a result, there is
reasonable agreement between the optimal run and water

balance zonal net estimates in both the northern and south-
ern hemispheres.

The relative importance of the mean meridional overturh-
ing and horizontal gyres in poleward transport can be seen in
Figures 7b and 7d. In the Pacific and Indian ocean sector,
overturning is important in the vicinity of the equator, with
the gyre component becoming more important in mid-
latitudes. This is true for the transport of both heat and fresh
water. In the Atlantic Ocean, overturning associated with
the thermohaline circulation plays the dominant role as
might be expected. The ‘‘gyre’” component of the meridional
circulation estimated with our model may be expected to
experience significant uncertainties due to the inability of the
model to resolve the large transports of the western bound-
ary currents.

We are now in a position to return to the important issue
of model validation using our approach. We have seen that
while a better fit to the spatial structure is possible to obtain
by increasing the distance to the observed SST and SSS, it is
not possible to significantly improve the meridional fluxes
calculated by the model this way. The inability of the model
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“‘Best estimates’’ for the heat and freshwater fluxes (run b in Table 1) obtained by combining SST and SSS

data with the climatological heat and freshwater flux estimates.

to correctly simulate the meridional fluxes seems to be due
to the internal model dynamics. Examining the meridional
circulation in the model (Figure 2), we note that much of the
deep water formed in the northern hemisphere upwells north
of 30°N, leaving a meridional cell of less than 10 Sv south of
25°N. Such meridional circulation contradicts the observa-
tional evidence of Hall and Bryden [1982], for example, who
find a 17-Sv meridional cell in the North Atlantic alone at
24°N. The weaker meridional cell calculated by the model
seems to be the main reason for the discrepancy between the
model meridional fluxes of heat and those deduced from the
climatological fluxes. It is worthwhile mentioning that other
reasons for the difficulty with the meridional fluxes are
possible, such as the inability of this coarse model to resolve
the large transports of the western boundary current and
corresponding sharp temperature gradients.

The residual fields (the differences between the data
values and the fields calculated by the model) are shown in
Figure 8. In most regions of the world ocean the deviation of
all fields (temperature, salinity, heat fluxes, and freshwater
fluxes) from the data is reasonable and roughly of the order
of magnitude of the expected errors. However, deviations

from the data values are significantly larger than the error
estimates in some restricted regions, notably western bound-
ary regions. In these regions the temperature and the calcu-
lated heat flux strongly deviate from the Levitus [1982] and
Esbensen and Kushnir [1981] data sets, respectively. Similar
misfits are observed for the salinity and freshwater fluxes.
These larger deviations from the data values in western
boundary regions can probably be explained by the limita-
tions of the coarse model there, as discussed in the section
3.1.

We have seen several times that the value of 1/30 d ™! for
the restoring coefficients used to calculate the implied fluxes
may be too large, especially for the salinity. Too-large values
for the restoring coefficients should not have a significant
effect on our optimal estimates for the fluxes. Such a large
salinity-restoring coefficient results in a large error estimate
in (9) for (E — P)SSS, which in turn results in &% being close
to 1 (see (7)). When the value of a® is close to 1, the noisy
and unrealistic implied freshwater flux calculated as a result
of the large restoring coefficient, is downweighted compared
with the climatological fresh water flux data, leaving our
optimal estimate unaffected by the bad estimate for the
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implied flux. It is interesting, however, to examine if a better
fit between the climatological fluxes and the implied fluxes
may be obtained by simply reducing the value of the restor-
ing coefficients. For this purpose, we have carried out a
number of additional experiments, in which surface proper-
ties are specified using different choices for the restoring
coefficients y? and y° and without using the climatological
flux estimates. The results are given in Table 1, runs c, d,
and e. Run ¢ amounts to doubling the restoring time for the
temperature to 60 days and increasing that of the salinity by
a factor of 4. The results indicate an improvement in the fit
to the climatological flux relative to run a, in which a 30-day
value was used for both T and S. The rms distance to the
climatological fluxes was reduced from 44 to 34 W m ~2 for
the heat flux and from 211 to 112 cm yr ! for the freshwater
flux. Note, however, that using the methodology described
in section 3.1 (run b), the rms difference for the freshwater
fluxes was reduced to 69 cm yr~! by deviating from the
surface salinity by about as much as in run c. Clearly, a
reduction of the restoring coefficients from 1/30 days™!
improves the fit to the climatological fluxes by allowing
larger deviations from the surface properties. However, an
even better fit to the flux data is obtained by using (1) and (2)
at the cost of about the same deviation from the surface
temperature and salinity data. Runs d and e merely
strengthen the conclusion that by modifying the restoring
coefficients used to calculate the implied fluxes, one can
improve or worsen the fit to the climatological fluxes.

It would obviously be most useful to have a physically
motivated algorithm for calculating the restoring coefficients
that are presently chosen empirically and, perhaps, some-
what arbitrarily. Perhaps the simple error analysis presented
in (8) and (9) can serve as a first step in this direction. The
dynamical consequences of using too-large values for the

TABLE 2. Heat and Water Transports in This Study Compared
With Previous Estimates

Northward
Northward Water

Heat Transport, Transport,

107 w 105 m? 71
25°N 25°S  40°N  50°S

Atlantic Ocean
Optimal run 0.4 -0.1 -0.3 0.2
Bryan [1992] 0.5 02 -0.2 0.1
Esbensen and Kushnir [1981] 0.9 0.1 .- cee
Baumgartner and Reichel [1975] vee -0.3 0.5
Bryden and Hall [1980] 1.1 = 0.3 v s
Pacific and Indian Oceans
Optimal run 0.4 -1.1 -04 0.5
Bryan [1982] 0.4 -1.0 -0.3 0.3
Esbensen and Kurhnir [1981] 0.9 -1.1 ses EE
Baumgartner and Reichel [1975] cee —-0.4 0.1
Bryden et al. [1991] 1.8 0.3 vo- cee
World Ocean

Optimal run 0.8 -12 =07 0.7
Bryan [1982] 0.9 -0.8 -0.5 0.4
Esbensen and Kushnir [1981] 1.8 -1.2 v e
Baumgartner and Reichel [1975] o -0.7 0.6
Peixoto and Oorr [1983] -0.7 0.7

See text for details.
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Fig. 8. Residual fields from run b in Table 1. (a) Levitus data
temperature at the upper level minus the model solution at this
depth. (b) Same as Figure 8a, for salinity. (¢) The climatological
heat flux data of Esbensen and Kushnir [1981] minus the best
estimate for the air-sea heat flux calculated in run b. (d) The
climatological freshwater flux data of Esbensen and Kushnir minus
the best estimate for the freshwater flux.

restoring coefficients are discussed by Tziperman et al.
[1993], who emphasize, in particular, the effect of these
coefficients on the stability of the thermohaline circulation.
They also propose a simple criterion for choosing these
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coefficients when specifying the SST and SSS without using
climatological flux data.

4. CONCLUSIONS

We presented and demonstrated a simple method for
estimating air-sea fluxes of heat and fresh water, with the aid
of a general circulation model, using both sea surface tem-
perature and salinity data and climatological air-sea flux
data.

The method was motivated by a least squares optimization
problem in which the various data sets are combined to form
an optimal solution for the air-sea fluxes. While the method
shown here does not provide optimal estimates in the least
squares sense, its results may be reasonably close to such an
optimal estimate. An air-sea flux estimate obtained by this
simple method may be used to initialize a least squares
optimization based on a nonlinear inverse method such as
the adjoint method. Such an initialization is important be-
cause the gradient-based optimization methods may fail if
started too far from the optimal solution, because of the
possible existence of multiple local minima of the cost
function that is minimized in the optimization [Tziperman et
al., 1992].

The proposed method was applied to a coarse resolution
global primitive equations model, in order to estimate the
global air-sea fluxes of heat and fresh water. The resulting
air-sea fluxes seem smoother and closer to the climatological
flux estimates than the implied air-sea fluxes obtained from
the GCM by simply specifying the surface temperature and
salinity. In most regions of the world ocean the deviation of
the calculated surface properties and the air-sea fluxes from
the corresponding climatological data sets was within the
assumed a priori errors of the climatological data. These
deviations were quite large, however, in regions of strong
western boundary currents, indicating that the various data
fields and the model dynamics are not consistent with each
other in these regions. The inconsistencies between the
model and data in western boundary current regions are
most probably related to the inability of the coarse resolution
GCM to appropriately represent the large transports and
strong horizontal advection of the western boundary cur-
rents.

The meridional fluxes of heat and fresh water calculated
using the proposed methodology (our ‘‘optimal’ solution)
were presented for the global ocean as well as for the
different ocean basins. In contrast with the spatial distribu-
tion of the fluxes that seem significantly different from the
implied fluxes, the optimal meridional fluxes were quite
similar to those derived from the implied fluxes. By allowing
the model to further deviate from the specified surface
temperature and salinity, our method tends to simply smooth
the air-sea fluxes calculated by the GCM, but leave the
large-scale spatial distribution roughly unchanged. We con-
cluded that the inability of the present approach to improve
the meridional fluxes of heat and fresh water is probably due
to the limitations of the model itself. In particular, the
meridional circulation in the model seems to be too weak at
midlatitudes, which may be the reason for the inconsisten-
cies between the model meridional fluxes and those deduced
from climatological flux estimates. The strong constraint
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imposed on the meridional heat flux by the model meridional
circulation has important implications for the calculation of
air-sea fluxes by inverse methods. We feel that in order for
an inverse model based on a GCM to be able to calculate the
air-sea fluxes correctly, the meridional circulation in the
GCM must be correct. This can be expected to be a major
difficulty in the near future, as coarse resolution GCMs such
as the one used here often produce a too-weak meridional
circulation at midlatitudes.

Overall, the results of the present study seem encourag-
ing and suggest that it might be useful to apply the pre-
sent method to higher-resolution models. The use of higher
resolution may be expected to result in a better fit of model
results and data in western boundary regions and in im-
proved fit to meridional fluxes obtained from other sources.

APPENDIX: CLOSURE APPROXIMATIONS OF THE MODEL

The representation of subscale mixing is somewhat differ-
ent from that in previous studies with the Geophysical Fluid
Dynamics Laboratory model [e.g., Bryan and Lewis, 1979].
Lateral diffusion in a model with horizontal coordinates can
result in spurious mixing across horizontal surfaces in
strongly baroclinic regions such as the Gulf Stream. In
reality, time-dependent motions associated with baroclinic
instability do cause mixing across time-averaged isopycnal
surfaces, but it is important not to exaggerate this effect in
ocean circulation models of low horizontal resolution. An
isopycnal coordinate system avoids this difficulty, but at the
added cost of the complexity associated with a semi-
Lagrangian coordinate system. An improvement can be
made in the context of a z coordinate model by rotating the
mixing tensor so that the largest component is in a plane
parallel to isopycnal surfaces, as suggested by Redi [1982].
In the present model, isopycnal mixing is combined with
the conventional mixing of a z coordinate model, which we
call “‘background’” mixing. In effect, mixing is partially
rotated to align with density surfaces. The motivation is to
simulate the effects of baroclinic eddies, which mix proper-
ties in a plane that is inclined with respect to the horizontal,
but that has less of a slope than the time-averaged density
surfaces.

The conservation equations for temperature and salinity
are

di(di(T, §) = (Q, o),

where Q and o represent the effects of mixing by unresolved
scales of motion. Using a tensor notation, the mixing terms
for temperature and salinity may be written

(Q, o) =2, a[Kyd T, 51, (A1)

i

where { and j are summed over the 3 spatial coordinates.
For simplicity we will write the mixing tensor in terms
of a local Cartesian coordinate rather than the full
spherical coordinates of the model. The full mixing tensor
is given by Redi [1982] with the addition of ‘‘background”’
mixing.
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TABLE Al. Parameters of the Model

Parameter Symbol Value
Horizontal viscosity Ay 2.5 x10° m?s7!
Vertical viscosity Ay 5.0 x 103 m?s!
Lateral diffusion Ap (z=0) 5.0 x 103 m? 57!
Horizontal diffusion ratio &) 0.3
Vertical diffusion ratio g3z =0) 0.6 x 1078
Maximum slope SL 1/150

Diffusion ratios are with respect to 4; atz = 0.
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4, [F21+ o+ eapdin? (23— Dpepyp;’ (23— Dpep;!
K=" e+ 1+ (pi+esp))ps” (e3- Doy |. (A2)
1+6 2
tee €3 + 6
The right-hand side of (A2) is a symmetric matrix. The REFERENCES

subscripts x, ¥, and z indicate partial differentiation; 4, is
the coefficient of lateral diffusion; e, is the ratio of back-
ground horizontal to lateral isopycnal diffusion; &3 is the
ratio of background vertical diffusion to lateral isopycnal
diffusion; and 8 is the slope of isopycnals.

For practical purposes, (A2) can be simplified consider-
ably. The ratio &5 is much less than unity. The slope of
isopycnal surfaces that can be resolved by the model is also
much less than one. Neglecting small terms,

1

1+e, 0 —PxP;
K=4, 1+ &, —pypz_l.
€3 + 82

Note that if only those terms involving background mixing
are retained, we recover the usual mixing tensor for ocean
models with horizontal coordinates.

The mixing tensor formulation places a limitation on the
time step of the model in the case of very steep slopes, which
cause the lateral mixing tensor to be rotated into a nearly
vertical plane. In that case the large implied mixing across
the relatively closely spaced vertical levels of the model
places a severe limitation on the time step. This is avoided
by placing a limit on the slope to which the tensor can be
rotated, SL, which is specified with other diffusion and
viscosity parameters in Tables Al and A2.

TABLE A2. Lateral Diffusion and Vertical Diffusion Ratio as a
Function of Depth

Depth, m A (2)lAL(0) £3(2)/£5(0)
25 1 1.0
85 0.89 1.0

169 0.80 1.0
295 0.66 1.0
483 0.55 1.0
755 0.4 1.1
1131 0.37 1.1
1622 0.32 1.3
2228 0.29 2.9
2935 0.26 4.0
3721 0.23 4.2
4566 0.20 43
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