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a b s t r a c t

Two complementary simulation methodologies for ductile fracture in large sheet metal components are
presented and evaluated in this paper. The first approach is based on the phenomenological dilatational
plasticity-damage model developed by Woelke and Abboud [46], which accounts for pressure-dependent
volumetric damage growth through a scalar damage variable. The damage function represents phenom-
enologically micromechanical changes the material undergoes during the process of necking. Secondly,
the cohesive zone model with an opening mode traction–separation law is employed to simulate the
same ductile fracture problems accounting for significant variation of the multiaxial stress state along
the crack path. Both methods are examined as to their capabilities to reproduce and predict the outcome
of large-scale experimental fracture tests of welded and un-welded ductile plates subjected to large-scale
penetration, simulating an idealized ship grounding. The results of the current study indicate that, with
appropriate calibration, both approaches can be successfully employed to simulate ductile fracture in
structural components under multiaxial stress. The advantages and shortcomings of each approach is dis-
cussed from the point of view of post-test numerical investigation as well as its predictive capabilities as
an engineering tool.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

The subject of ductile fracture of metal sheets and plates has
been extensively studied in the literature with contributions from
both academic and industrial research institutions. In this work,
some recent developments in this field are discussed with a spe-
cific focus on simulation and prediction of fracture in large struc-
tures, for which use of solid elements is computationally
prohibitive. The emphasis is placed on the multiaxial stretching
of thin, large plates and shells structures and on the development
of the constitutive models and simulation methodologies that al-
low fracture predictions suitable for such structures.

In most metals, localization of deformation into shear or normal
separation bands and subsequent fracture involves the ductile frac-
ture process: void nucleation, growth and coalescence. These
microstructural processes can be reliably simulated by means of
micromechanical constitutive models explicitly modeling void
evolution (e.g. Gurson [17,18], with modifications [31], Perzyna
[33,34]). Although these models idealize the material as a homog-
enized continuum, they require that the discretization levels and
the scale of the analyzed problem be consistent with the spacing

of particles nucleating the voids. As a result, if the full details of
the separation process are to be captured, the finite element size
must be on the order of �10–100 lm (Xue and Needleman [52])
which has a profound consequence on the scale of the problem that
can be realistically analyzed. Modeling fracture and failure of
large-scale structures requires bridging the length scales between
the detailed three-dimensional analysis of the material microstruc-
ture and realistic structural models of interest to naval, petroleum,
aerospace and automotive industries. Various approaches could
lead to effective length scale bridging (e.g. hierarchical multiscale
modeling). The approach followed in this work is based on formu-
lations embedded in the framework of shell mechanics, which re-
stricts the type of the finite element to a shell element with
characteristic length greater than the shell thickness (typical thick-
ness ranging approximately from 0.5 to 2.5 cm in large structures).
In such formulations, the localized area of deformation, whether it
be necking or shear localization, is typically smaller than the ele-
ment, and, thus, localization must be approximately represented
by the element. Appropriate shell constitutive models must be for-
mulated and calibrated based on large-scale experimental test
data. Herein, we investigate two alternative modeling methodolo-
gies, a phenomenological damage model [46] and a cohesive zone
model, to address problems of this nature. These methods will be
discussed in the following sections of the paper.
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We emphasize the importance of the structural scale of the
experimental tests. One of the most effective and direct ways of
bridging the length scales between the local effects and global
modes of failure is to calibrate the model based on experimental
tests performed on specimens with the same thickness as those
used in the structural components of interest. Both approaches dis-
cussed here, i.e. the phenomenological damage and cohesive zone
models, will be exercised in this context, with the size of the finite
elements determined by feasibility of fracture assessment for
large-scale structures (element sizes ranging from 1 cm to 50 cm).

The paper is divided into six sections. After the Introduction, a
brief overview of the experimentally observed fracture behavior
of metal sheets under biaxial tension is provided. In Section 3,
the cohesive zone and phenomenological damage models used in
the simulations are discussed. Simulation results for several large
penetration problems are given in Section 4. Conclusions are dis-
cussed in Section 5 and references provided in Section 6.

2. Multiaxial stretching of thin metallic plates

While plastic behavior of uniformly deforming metals is not sig-
nificantly influenced by pressure (mean stress), ductile fracture de-
pends strongly on stress triaxiality (mean stress divided by
effective Mises stress). In particular, the onset of necking leads to
changes in stress triaxiality within the neck due to changes in
geometry and non-uniform deformation. Necking promotes higher
stress triaxiality and a corresponding reduction in ductility. Pres-
sure-dependent failure in metals has been observed experimen-
tally [22,29,30,39] and recognized by early constitutive
formulations based on micromechanical observations of void evo-
lution (McClintock [29], Rice and Tracey [35], Gurson [17], Fleck
and Hutchinson [16], Hutchinson and Tvergaard [20], Seweryn
and Mroz [39], Tvergaard and Hutchinson [41], Johnson and Cook
[22]). More recent experimental data Bao and Wierzbicki [7], as
well as Barsoum and Faleskog [9,11] and corresponding constitu-
tive models [6,31] have also emphasized the importance of shear
stresses versus axisymmetric stress states and the corresponding
influence on ductility. In the current work which focusses on plane
stress states, we are interested in fracture over a range which spans
uniaxial tension (triaxiality of 1/3), plane strain tension (triaxiality
of 1=

ffiffiffi
3
p

) and equi-biaxial tension (triaxiality of 2/3). In this con-
text, the sheet forming limits originally developed by Marciniak
and Kuczynski [28] offer great insight into material instability un-
der multiaxial stretching with varying levels of stress triaxiality (or
biaxiality). Marciniak and Kuczynski determined the onset of neck-
ing instability (as opposed to fracture) of drawn plates to establish
the strain level for sheet forming which should not be exceeded for
localized thinning and fracture to be avoided. This work resulted in
development of forming limit diagrams (FLDs) for sheets.
Although, the forming limits are based on the analysis of instability
(i.e. onset of necking as opposed to fracture) of thin sheets in-plane
stress, they provide useful information about macroscopic fracture
behavior of metals under biaxial stress states because, once the
through-thickness necking instability sets in, essentially no further
strains occur outside the localized necking region. The forming
limit strains provide an excellent measure for engineering pur-
poses of the maximum overall strains the sheet can sustain prior
to fracture. A sample FLD, based on experimental tests specifically
designed to target ranges of biaxial stress of interest, is shown is
Fig. 1 [23].

We note that the results plotted in the forming-limit diagram
given in Fig. 1 lead to similar conclusions as those drawn by Bao
and Wierzbicki regarding the influence of the stress triaxiality
and associated ductility reduction. The minimum major strain at
onset of necking in metal sheets occurs under plane strain condi-

tions, with strains at necking being �15% lower than those for
necking in equibiaxial tension. This suggests that fracture of sheets
in-plane strain should also occur at lower strain levels than in equ-
ibiaxial tension, which is consistent with the fracture data by Beese
et al. [12] and Li and Wierzbicki [27].

Korkolis and Kyriakides [24,25] and Korkolis et al. [26] recently
conducted a series of experiments on aluminum tubes subjected to
internal inflation causing burst. The tests were carefully designed
to investigate the localization and fracture under different radial
stresses (which can be related to stress biaxiality) and strain paths.
While the geometry of the specimens, as well as the loading condi-
tions are different from those in the case of sheet drawing, both
tests effectively measure behavior of aluminum sheets under mul-
tiaxial tension. The experimental results obtained by Korkolis et al.
[26] are shown in Fig. 2.

Investigation of the stress–strain behavior in the circumferen-
tial direction indicates that localization and failure occur at the
lowest strain levels when the biaxiality ratio a = 0.5 (correspond-
ing to a plane strain condition with straining purely in the circum-
ferential direction). Under equibiaxial stress (a = 1.0), localization
and failure occur at higher strain than the plane strain case, but
significantly lower than the uniaxial case (a = 0). The data clearly
shows the dependence of the strain at onset of necking and frac-
ture on the biaxiality ratio (related to triaxiality) as well as the
strain paths. Comparison of the strain paths under biaxiality
a = 0 for axial and circumferential directions indicates presence
of anisotropy. The observed general trends of the instability-biax-
iality dependence are consistent with the forming limit diagram
shown in Fig. 1.

Similar conclusions could be drawn from other recent experi-
mental tests such as those conducted by Bao and Wierzbicki [7]
and Barsoum and Faleskog [10,11]. The focus of the current study
is on cases where localization and ductile fracture occur in multi-
axial tension, which motivated the choice of the test data used to
calibrate the constitutive model. The experiments discussed above
illustrate the complexities associated with ductile fracture and
show that any reliable fracture modeling methodology must be
consistent with measured behavior of materials and structures
subjected to multiaxial stressing. The trends reviewed above

Fig. 1. Forming-limit diagram for various sheet metals [23].
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cannot be extracted from uniaxial tension material data alone, as is
assumed in some engineering analyses.

3. Modeling methodologies

3.1. Cohesive zone model

The cohesive zone approach is a direct application of the strip-
yield model first developed by Dugdale [15] and Barrenblat [8]. In
this model, the material behavior in the extended crack tip (or
cohesive zone) is described by an internal traction–separation rela-
tionship, commonly referred to as the cohesive law. The extended
crack tip with cohesive tractions resisting the crack opening is
illustrated in Fig. 3 (modified from [15]) where 2L is the crack
length, and s is the length of the extended crack tip (i.e. size of frac-
ture process zone).

The traction–separation relationship (or cohesive law) can be
regarded as a macro-scale ‘homogenized’ representation of the
micromechanical behavior of the material at the crack tip, which
provides a useful and effective method of analysis of crack initia-
tion and propagation. Both tangential and normal strength can
be used to characterize the cohesive law, as well as work of sepa-
ration (cohesive energy) per unit area, which introduces the char-
acteristic length [52]. This characteristic length helps to regularize

the problem and ensure objectivity of the solution. An example of
the trilinear cohesive law function for symmetric separation is
shown in Fig. 4, where t denotes the cohesive traction, d denotes
the separation, Gc denotes the cohesive energy, rc denotes the
maximum cohesive traction, and dc denotes the separation corre-
sponding to rc. Considering that the key focus of the current work
is on large-scale analysis with large shell elements, the trilinear
cohesive law shown in Fig. 4 provides sufficient level of detail of
the traction–separation relationship.

The key parameters that characterize the cohesive law (per sep-
aration mode) are the peak traction (or cohesive strength), and the
cohesive energy Gc, corresponding to the energy dissipated in the
fracture process zone. In the current work we consider the normal
separation mode, i.e. mode I. The cohesive energy is defined as:

Gc ¼
Z dcr

0
tdd ð1Þ

where dcr is the cohesive separation when the separation traction
drops to zero. The shape and the functional form of the cohesive
traction–separation relationship is generally of smaller significance
than peak traction and the energy.

Cohesive zone models provide an effective method for analysis
of crack propagation in the context of the finite element method.
Implementation involves introducing the cohesive elements at
interfaces between standard finite elements allowing for inter-ele-
ment separation, which simulates the fracture process. There is a

Fig. 2. Experimental measurements of burst in aluminum tubes: (a) prescribed radial stress paths and (b) induced engineering strain paths and failed specimen under
biaxiality of a = 0.9; [26].

Fig. 3. Strip-yield model with internal tractions in the cohesive zone [15]. Fig. 4. An example of the trilinear cohesive law for ductile fracture analysis.
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variety of different types of cohesive elements ranging from quad-
rilateral elements, which are typically introduced as a surface on
the boundary between 3D elements, or line elements, which are
used on the interface of quads. Cohesive zone elements do not rep-
resent any specific material, but rather describe the cohesive forces
(or tractions), which resist material separation in the cohesive
zone. As such, the cohesive elements represent behavior of the
material that cannot be accurately captured by the standard finite
elements, unless advanced softening constitutive models are em-
ployed (e.g. phenomenological damage model). In the context of
deformation of sheets and plates, the standard finite elements
model the material behavior until the onset of necking, and the
cohesive zone simulates the deformation past that point until com-
plete crack opening. Therefore, the traction–separation relation-
ships that define the cohesive zone represent only the material
behavior from the onset of localization until failure. We also stress
that, in the current work, this methodology is meant to provide a
‘global’, large-scale approximation of the complicated localization
and fracture processes.

It is worth noting that cohesive zone models are particularly
well suited for modeling welded aluminum structures in which
the weld causes a significant strength reduction in the heat af-
fected zone (HAZ). In such cases, a 30–50% strength reduction
may occur in the HAZ compared to the parent material. Further-
more, aluminum welds may have significantly reduced ductility,
which makes the mode of failure and its location predictable.
Cohesive zone models are ideally suited to modeling these types
of fractures because the location of the cohesive zone can be as-
sumed a priori. In general, cohesive elements may be used at all
nodal points and degrees of freedom [52]. However, this is not
practical for large-scale analysis and the cohesive elements are
placed only along potential fracture paths. Fracture simulation of
welded aluminum components will be discussed in a separate
paper.

One of the most important considerations in finite element
modeling of fracture is objectivity of the solution. The objective
solution should not show significant sensitivity to the element size.
This is accomplished by use of a cohesive zone model because the
regions of the plate that are hardest to resolve, such as a neck in a
developing crack and the shear bands that form within the neck,
are subsumed by the cohesive zone representation. The cohesive
zone representation must be calibrated using coupon-level test
data or, possibly, simulations for a specific plate thickness. It is
anticipated that the length of the cohesive zone is large compared
to the plate thickness. It is essential that the finite elements bor-
dering the cohesive zone must be fine enough to resolve the distri-
bution of cohesive separation within the zone. In addition, based
on the experimental data reviewed in Section 2, a reliable fracture
simulation methodology must account for the effect of stress triax-
iality (or biaxiality in the case of biaxial tension). A cohesive zone
model with explicit dependence on triaxiality (as well as strain
rate) is currently under investigation by the authors, based on
the work of Anvari et al. [3]. In the current work, location-specific
cohesive laws are used which depend on the location along the
crack path, or more exactly, to the varying levels of stress biaxiality
along the crack path. The consequences of this approach, along
with the model calibration procedure, are discussed in Section 4.

3.2. Phenomenological damage model

The second approach employed here for large-scale ductile frac-
ture simulation uses an advanced dilatational plasticity model
with a scalar damage variable governing softening behavior. This
damage variable is purely phenomenological and does not have
any direct physical interpretation, (i.e. it cannot be measured
experimentally). It is intended to provide a global representation

of the micromechanical changes the material undergoes during
the process of localization and fracture. The constitutive equations
governing the model are formulated in the framework of shell
mechanics, allowing for fracture simulations of large structures
for which use of three-dimensional elements is prohibitive. The
model can be used with any standard shell element formulation
with multiple integration points through the thickness. In the
thick-shell formulation, the zero-transverse normal stress condi-
tion must be explicitly enforced, and for thin shell analyses, a full
plane stress condition is required. A complete description of the
phenomenological damage model, along with the derivation of
the governing equations (both in the stress and stress-resultant
space) are provided by Woelke and Abboud [46], Woelke et al.
[48] and Voyiadjis and Woelke [44,45]. Only the most important
characteristics of the model are discussed here, emphasizing the
key assumptions and capabilities of the model.

The plastic potential function with a scalar damage variable n
can be written as follows:

f ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3
2

SijSij þ nnr2
ii

r
ð2Þ

where n is a model parameter controlling the pressure- and dam-
age-dependent reduction of the size of the yield surface, and Sij is
the deviatoric stress tensor given by:

Sij ¼ rij �
1
3
rkkdij ð3Þ

where rij is the stress tensor and dij is the Kronecker delta.
We note that the plastic potential given by Eq. (2) has a similar

form to a standard J2 plasticity (or Huber–Mises–Hencky), except
that it includes a pressure-dependent term that is also a function
of the damage variable. The model is therefore of a dilatational
plasticity type, with a smooth, hardening–softening yield surface
which reduces to J2 plasticity if damage is zero. The potential func-
tion (2) is taken to be homogeneous of degree two in the stress. In
the problems under consideration in this paper, the mean stress
term in (2) is intended to capture the mean stress influence in
the stress triaxiality range from roughly 1/3–2/3.

The evolution of the damage variable is dependent on the
expansive, volumetric plastic strain as:

_n ¼ K _ep
kk ð4Þ

where K is a model calibration function, given by:

K ¼ k1exp k2
ep

eq

N

� �
; ep

eq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2
3
eijeij

r
ð5Þ

k1 and k2 are calibration parameters, N power law material harden-
ing exponent, and ep

eq is the equivalent plastic strain. The damage
evolution given by Eq. (5) requires an assumption of the initial dam-
age value n0, which exists in the material before the loading is
applied.

The above constitutive equations can be used in a stress or
stress resultant space, in conjunction with a layered or non-layered
shell element. Both options have been implemented into the expli-
cit dynamic finite element codes EPSA [4,5,49–51] and Flex [43],
which feature a variety of different shell elements. The results dis-
cussed in this paper, have been obtained with a stress-resultant
formulation, which has been described in detail by Woelke et al.
[46,48] as well as Voyiadjis and Woelke [44,45]. The limiting yield
surface in the stress resultant space is the same as the one origi-
nally formulated by Iliushin [21]:

FL ¼ IN þ
M2

0

M2
L

IM þ
1ffiffiffi
3
p M0

ML
INM �

YðWpÞ
r2

y
; ML ¼

ryh2

4
ð6Þ
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where the stress intensities have been modified to include the effect
of damage [44–47] and transverse shear forces as follows:

IN ¼
1

N2
0

1þ 1
2

nn

� �
ðN2

11 þ N2
22Þ � ð1� nnÞN11N22 þ 3ðN2

12 þ N2
13 þ N2

23Þ
� �

IM ¼
1

M2
0

1þ 1
2

nn

� �
ðM2

11 þM2
22Þ � ð1� nnÞM11M22 þ 3M2

12

� �

INM ¼
1

N0M0
1þ 1

2
nn

� �
ðN11M11 þ N22M22Þ

�

�1
2
ð1� nnÞðN11M22 � N22M11Þ þ 3N12M12

�

N0 ¼ ryh; M0 ¼
ryh2

6
ð7Þ

where ry is the material yield stress; h is the shell thickness; N0, M0

is the force and bending moment at yield; ML is the bending mo-
ment at full plastification of the cross section; Y(Wp) is the harden-
ing function dependent on the plastic work; n is the model
parameter controlling the softening rate; n is the damage parame-
ter: Eq. (4); Nab, Mab is the stress resultants (forces and moments)
in directions ab, as shown in Fig. 5

The above equations give the initial and limiting yield surfaces,
which correspond to first yield and full plastification of the cross
section. The intermediate surfaces that allow capturing the pro-
gressive plastification of the cross section when bending occurs
can be obtained by using the plastic curvature parameter proposed
by Crisfield [14], or a variable yield surface proposed by Atkatsh
et al. [4,5]. The latter was used in the current investigations.

In light of the discussion in the introduction, we consider ele-
ments that are similar in size to (generally larger than) the typical
gauge length over which the strain is measured in a uniaxial tensile
test. It is important to note that the strains are considered homog-
enized over the gauge length. Gauge length reduction leads to
higher values of measured critical failure strain, which is a conse-
quence of high strain gradients between the center of the neck and
outside of it. Consequently, critical failure strain measurements ta-
ken within the neck (based on grain width reduction for example)
can reach levels close to 100% or higher, depending on the material
[19], while the same measurement based on the typical gauge
length of 5 cm will give values in the range of 10–30% (for ductile
metals). One of the key objectives of the current methodology is to
represent necking and fracture with a single element of length sim-
ilar to (or greater than) the typical gauge length (�5 cm for a plate
of thickness of �0.5 cm). Plate necking is associated with a local-
ized through-thickness reduction of the plate, which leads to nom-
inal stress reduction and significant energy dissipation between
the onset of necking and onset of shear band localization within

the neck [32]. Capturing the material softening as well as the geo-
metric effect of thinning with a single shell element (on the level of
engineering stress–strain behavior) requires modifying the mate-
rial softening law, such that it combines the geometric and mate-
rial effects. This is accomplished here by representing the
increased rate of damage growth caused by localization through
the calibration function given in Eq. (5).

One coupon-level plate stretching test that was used to cali-
brate (5) is a thin strip of plate in uniaxial tension. The thin strip
test displays necking at two levels. The Considére condition for
uniaxial tension corresponds to the onset of diffuse necking when
the strain is equal to the hardening exponent (N). This is not a
through-thickness neck, but rather a broad neck whose width is
comparable to the width of the strip. The diffuse neck is not of sig-
nificant importance to the calibration process. As the specimen is
further stretched a through-thickness neck with width comparable
to the plate thickness sets in, typically at strains that can be as
much as 50% or more greater than (N), as is evident in Fig. 1. It is
this through-thickness neck and the subsequent deformation and
failure processes that are relevant to the calibration for uniaxial
tension. We note however that the through-thickness neck in thin
metal strip is typically not perpendicular to the loading direction
as is expected in applications of the present model. This makes
the thin strip in tension not an ideal test for present purposes. A
notched specimen that enforces the through-thickness neck per-
pendicular to the load would be more appropriate, such as that
envisioned by the Dugdale model. Unfortunately, this type of test
was not conducted as part of the experimental program, and thus
the results of the thin strip tests were used for initial model cali-
bration. This aspect of the calibration process requires further
attention in future work.

The calibration functions given by (4) and (5), capture a rela-
tively slow rate of damage growth prior to the onset of necking
and an strong increase in the rate of damage growth after the onset
of necking. The parameters k1 and k2 allow for calibration of the
model to accurately represent the observed tensile behavior of
most ductile metals. An example of the damage model material
fit calibrated against uniaxial tensile test data collected by Alsos
et al. [1,2] for mild steel (S235JR EN10025) is given in Fig. 6. The
model parameters n, k1, k2 and N were calibrated to accurately
represent the observed behavior using a single 1.2 cm shell
element.

The gauge length used during the uniaxial tensile test was not
known, so a length of 5 cm was assumed for initial calibration of
the uniaxial tensile response. As shown in Fig. 6, the damage model
representation of uniaxial tension matches very closely the mea-
sured response. The model prediction of behavior in-plane strain

Fig. 5. Stress resultant directions in a shell element.
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tension, however, is of equal importance. Based on the experimental
test results discussed in Section 2, the onset of necking (and corre-
spondingly the failure strain) is significantly lower in-plane strain
than in uniaxial tension. The optimal way to calibrate the present
phenomenological damage model is to use some combination of uni-
axial, plane strain and equibiaxial tensile tests. In absence of the
biaxial tensile data, we aimed to recognize the general trend sug-
gested by the forming limit diagram for steel, indicating that the on-
set of necking in-plane strain can occur at approximately 30–50%
lower strain than in the case of uniaxial tension. This is well repre-
sented in the current model, as shown in Fig. 6. The material model
calibrated as described above (based on the uniaxial tensile test and
forming limit data) is used as a basis for analysis of the plate penetra-
tion problems discussed in the following section.

As previously discussed in the context of the cohesive zone
model, objectivity of the solution is of paramount importance for
finite element modeling of fracture. To accomplish this objectivity,
the damage model requires a length scale regularization procedure
that accounts for the fact that the failure strain measured in the
uniaxial tensile test is gauge-length-specific. Regularization of
the fracture energy by the ratio of the gauge length to the charac-
teristic element size significantly reduces mesh dependency of the
solution. The work of Woelke and Abboud [46] describes the de-
tails of this regularization procedure. We note that the regulariza-
tion procedure used here addresses the energy dissipation on the
element level, accounting for its size. It does not address the
mesh-dependence of the propagation direction, which requires
refinement and/or use of higher order elements.

4. Simulation of large plate penetration

The details of the experiments and corresponding finite element
analyses are discussed in this section. All simulations were con-
ducted using quadrilateral, constant strain shell elements with
Mindlin–Reissner thick shell kinematics and stress-resultant shell
constitutive equations (Section 3.2). The details of the kinematics
of the element, shell equations, solution of the equations of motion
and time integration scheme are available in references [4,5,46,49–
51].

4.1. Test Specimens and experimental setup

The focus of the current work is on the large-scale plate pene-
tration with application to ship grounding. The ship grounding

experiments were conducted by the US Naval Surface Warfare Cen-
ter, as reported by Rodd et al. [36,37]. These types of tests are ex-
tremely valuable from the point of view of understanding the
effects of ship grounding and collision, which involve extensive
tearing and structural failures as shown in the numerical ship im-
pact study presented by Woelke et al. [47]. Controlled plate pene-
tration experiments have recently been conducted by Alsos et al.
[1,2]. These tests are, to a certain extent, similar to ship grounding
investigations in that they involve large component level speci-
mens subjected to penetration by a large conical penetrator with
a spherical ‘nose’ that simulates a rock. While full scale grounding
experiments offer great insight into general ship behavior, the pen-
etration tests provide a more detailed look into the mechanics of
multiaxial deformation and ductile fracture of metal plates, since
they trace discrete fracture initiation and propagation.

We investigate two configurations of large steel plates sub-
jected to slow penetration by a rigid conical indenter (Fig. 7): (1)
an unstiffened monolithic plate with no center-line weld and (2)

Fig. 7. Penetration tests configurations showing (a) transverse and (b) longitudinal
cross-sections; panel labels correspond to component type and stiffener configu-
ration (US-unstiffened, 1-FB. single flat bar stiffener) [1,2].

Fig. 6. Mild steel S235JR EN10025 uniaxial tensile test data [1,2] and corresponding damage model calibration based on the single element analyses; uniaxial tension and
plane strain tension.
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a stiffened plate with a single flat bar stiffener welded to the
underside of the plate, directly under the indenter.

The plates were welded to a stiff box frame constructed from
steel tube sections following a typical shipyard procedure, which
makes the test data valuable for ship applications as well as other
marine structures. The hydraulic jack shown in Fig. 8 forced the in-
denter into the plate at a quasi-static rate of 100 mm/min, until
fracture. Further details of the experimental set-up are provided
by Alsos et al. [1].

The measured global force vs. indenter displacement for the
two plates of interest (1-FB and US) are shown in Fig. 9 [1,2].
Due to limited stroke of the hydraulic jack used in the tests, the
plate had to be unloaded and reset before loading to failure, as vis-
ible in Fig. 9.

4.2. Flat bar stiffened plate

First, we consider penetration of the stiffened plate. Both the
stiffener and the plate were manufactured from S235JR EN10025
mild steel, albeit from different batches. Uniaxial tensile tests of
the plate and stiffener material were conducted to characterize
the material response. Engineering stress–strain plots obtained
from these tests are shown in Fig. 10.

The observed difference in the uniaxial stress–strain response of
the samples from the plate and the stiffener was likely due to the
fact that different steel batches were used to manufacture the plate
and the stiffener, as discussed by Alsos et al. [1].

The progress of the plate deformation is shown in Fig. 11. At
first, the deformation is dominated by biaxial stretching (with var-
ious levels of biaxiality) in the plate, combined with stiffener bend-
ing. At a certain point, the stiffener buckles (or trips) but does not
fracture. Fracture then initiates in the plate at the weld toe near the
location where the indenter loses contact with the plate, as dis-
cussed by Alsos et al. [2].

Plate stretching is restrained by the friction between the plate
and the indenter, which causes initial crack to occur away from
the contact area. In addition, after stiffener tripping, the area di-
rectly under the indenter is dominated by nearly equi-biaxial
stretching (the deviation from equi-biaxial state is caused by the
difference in the length vs. width dimensions). The deformation
zone where the plate loses contact with the indenter is close to
plane strain condition. Based on the experimental data discussed
in Section 2, the plane strain tension is associated with the lowest
strain to fracture, which indicates that fracture should initiate near
the location where the indenter and the plate lose contact. This is
consistent with both the experimental observations and analysis

Fig. 8. Penetration test setup: (a) test rig with a hydraulic jack and (b) plate deforming under the indenter [1,2].

Fig. 9. Measured force vs. indenter displacement for the stiffened plate (1-FB) and the unstiffened plate (US) (Note: the unloading–reloading was caused by limited stroke of
the testing equipment) [1].
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conducted by Alsos et al. [1,2]. We also note that the crack stayed
within the weld-line and did not branch off into the plate. As
discussed earlier, this was almost certainly caused by the material
property change caused by the welding process.

In the following subsections, analyses of the general behavior of
the stiffened plate, including its fracture initiation and propagation
are discussed. Both of the fracture modeling methodologies dis-
cussed in Section 3 were used in the analyses and their results will
be discussed separately.

4.2.1. Cohesive zone model
The cohesive zone methodology in the current work uses dis-

crete cohesive elements that connect the adjacent (initially coinci-
dent) finite element nodes on the two opposing sides of the
anticipated crack path. This approach, while simple and efficient,
requires the crack path to be assumed or known a priori. In the
general case, discrete cohesive elements could be used for every
pair of nodes, as described by Xu and Needleman [52]. However,
this is not practical for large-scale ductile fracture simulations
due to high computational cost. A more elegant and possibly effi-
cient solution could be developed based on the eXtended Finite
Element framework (XFEM) [13], and/or the phantom node ap-
proach [40].

As discussed above, the crack initiated in the HAZ adjacent to
the weld and propagated along the weld-line. This allows cohesive
elements to be used only along the observed crack path, which sig-
nificantly simplifies the analyses. We note however that the crack

path is not always known a priori and often cannot be determined
by simple ‘engineering judgment’. In such cases, multiple crack
paths would therefore have to be analyzed to determine the critical
one. This points to a potential shortcoming of the cohesive zone
methodology (as used in the current work) that limits its capability
for true prediction of ductile fracture without prior knowledge of
the observed experimental behavior. This will be further discussed
in the later sections.

Significant differences exist in the level of deformation con-
straint, and therefore resistance to crack opening, along the antic-
ipated path. We distinguish three separate ‘zones’ (shown in
Fig. 11) that are associated with different levels of fracture energy:
Zone 1 – biaxial tension condition, Zone 2 – approximately plane
strain tensions condition and Zone 3 – approximately uniaxial ten-
sion condition. These zones are associated with different levels of
stress triaxiality, as well as straining in the direction parallel to
the crack, which results in significant variation of the fracture en-
ergy among the zones. Assuming that the interpretation of the gen-
eral state of stress in all the zones is correct, the fracture energy
should be the lowest in Zone 2 and highest in Zone 3, with Zone
1 falling in between. In Zones 1 and 2, the effective fracture strain
will be significantly smaller than measured in the uniaxial tensile
test, shown in Fig. 10. Furthermore, the onset of sheet-like necking
should occur at a lower strain level in Zone 2 than in Zones 1 and 3.

To accurately simulate crack initiation and propagation, the
traction–separation relationship governing the cohesive zones
must account for the different fracture energies in the three dis-

Fig. 10. Engineering stress–strain plots of the plate and stiffener materials [1].

Fig. 11. Deformed shape of the stiffened plate: (a) before buckling, with deformation zones along the crack path with different fracture energy levels and (b) after stiffener
tripping and crack initiation [1].
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tinct zones (the material behavior until the onset of necking is rep-
resented by standard shell elements). Three separate relationships
are therefore employed in the simulations conducted here, with
different amounts of energies. Considering that plane strain and
equibiaxial stress–strain curves were not available, these relation-
ships were calibrated by adjusting the amount of energy under the
curve (for all three zones) until an acceptable agreement between
the test results and the analysis was obtained. In all cases, a tri-lin-
ear functional dependence was assumed. The final traction–sepa-
ration relationships in the three zones of interest are shown in
Fig. 12. As will be discussed further later, it remains for future work

to devise a traction–separation relation that incorporates a func-
tional dependence on the local state of biaxiality such that one
would not have to resort to the identification of biaxiality zones.

As expected, the cohesive energy is the lowest in Zone 2, dom-
inated by approximately plane strain condition. Significant energy
increase is observed in Zone 1 (approximately in biaxial tension),
and a further increase in Zone 3 (approximately in-plane tension).
Considerable increase of both energy and peak traction is observed
in Zone 3. It is possible that similar result could have been obtained
with larger increase of energy in Zone 3, while keeping peak trac-
tion on the same level as in Zones 1 and 2. Nevertheless, the gen-

Fig. 12. Traction–separation relationships in three different cohesive zones along the crack path (120 cm � 72 cm stiffened 1FB steel plate, thickness 0.5 cm).

Fig. 13. Equivalent plastic strain contours during crack propagation (a through c) – stiffened plate (1-FB) simulation using the cohesive zone model.

Fig. 14. Deformed and cracked stiffened plate (1-FB): (a) observed experimentally [1] and (b) corresponding result of the finite element simulation with the cohesive zone
model.
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eral relationship between the fracture energies and fracture strains
in different zones is consistent with previously postulated general
states of stress in these regions. As previously indicated, the anal-
ysis results showed that the shape of the traction–separation rela-
tionships was generally of little significance (for large-scale
simulations).

The simulations were conducted using a uniform mesh of quad-
rilateral, non-layered shell elements (�1.3 cm). One-dimensional
spring-type elements used as cohesive elements were introduced
along the potential crack path following the weld. The progression
of fracture obtained by finite element analysis with embedded
cohesive zones is shown with equivalent plastic strain contours
in Fig. 13.

Close investigation of the deformation and strain patterns in
Fig. 13 shows that initially the cohesive elements in the center
(Zone 1) of the plate begin to elongate slightly but do not reach suf-
ficient separation to open the crack (left image). As the indenter
penetrates further (center image), a ‘‘plane strain ring’’ (Zone 2)
with large plastic strain begins to form around the perimeter of
the indenter and the cohesive elements along the weld in this re-
gion elongate to the point of crack initiation. Finally, as the inden-
ter continues to penetrate further (right image), the crack
propagates through the central cohesive elements (Zone 1) and
further away from the center of the plate (Zone 3). This fracture
initiation and propagation pattern is consistent with the experi-
mental observations.

A qualitative comparison of the analysis and test results is
shown in Fig. 14. The left image is a photograph of the underside
of the plate after fracture, while the right image shows the corre-
sponding simulation results using the cohesive zone modeling ap-
proach. In both cases, the stiffener buckles in approximately the
same mode and the final crack is very similar in length to the crack
observed in the experiment. The qualitative comparison of the
crack initiation and propagation, as well as the general plate
behavior indicates very good agreement of the simulation with
the experimental observation.

The comparison of the measured and calculated global force–
displacement relationship is shown in Fig. 15.

The cohesive zone simulation methodology provides a good and
reliable approximation of the measured behavior, including the
post-critical equilibrium path. The observed difference in the slope
of the curves could be caused by multiple factors, including inaccu-
racies in accounting for friction between the indenter and the
plate, which was approximated using a standard Coulomb friction

model with a constant coefficient of 0.3. This discrepancy is consis-
tent with observations made by Alsos [2]. Both quantitative and
qualitative comparison of the test and simulation results show
very good agreement, validating the assumptions and indicating
that the proposed cohesive zone approach for ductile fracture anal-
ysis is capable of delivering close approximations.

Close agreement between the measured and simulated behav-
ior shows the importance of stress triaxiality as well as multiaxial
straining. Significant differences in the levels of strain energy dis-
sipated in the fracture process exist along the crack path, as shown
by the test results. Reliable simulation methodologies must ac-
count for these differences to correctly approximate the fracture
process and the global response of the ductile structure undergoing
extensive tearing.

We note that the traction–separation relationships governing
the cohesive zones have been ‘manually’ calibrated to account for
the aforementioned differences in available fracture energy and
match the results of the experiment. While this approach offers
important insights into the investigated problem, in most real
engineering problems involving ductile fracture it will not be easy
to identify zone of differing biaxiality beforehand, as has been done
here. The true predictive methodology must introduce a traction–
separation law that embeds the effects of multiaxial stress such
that the fracture energy is adjusted based on the local state of
stress (and/or possibly strain) near the crack tip. Tvergaard and
Hutchinson [42] developed a strain dependent cohesive zone
methodology for ductile fracture simulation. More recently, Anvari
et al. [3] proposed a triaxiality-dependent cohesive zone method-
ology where the traction separation relationship depends on the
stress triaxiality. These methods are currently under investigation
by the authors.

All analyses were conducted with a uniform Cartesian mesh of
1.2 cm shell elements. Although an extensive mesh convergence
study with a variety of different meshes was not conducted, addi-
tional analyses indicated that the results were not sensitive to the
element size. Recalibration of the traction–separations is, however,
required in each of the three cohesive zones (although this can be
automated).

4.2.2. Phenomenological damage model
Penetration of the stiffened plate was also investigated using

the phenomenological damage model, which explicitly accounts
for the effects of stress triaxiality. Therefore, this model can cor-
rectly approximate the variation of the fracture energy in the three

Fig. 15. Experimentally measured and calculated force–displacement relationship for penetration of the stiffened plate.
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different zones shown in Fig. 11, as long as the model is accurately
calibrated for uniaxial and multi-axial tensile conditions.

As in the case of the cohesive zone methodology, the simula-
tions were conducted using a uniform mesh of quadrilateral,
non-layered shell elements (�1.3 cm) with Mindlin–Reissner kine-
matics and stress resultant formulation. A single line of
0.5 � 1.3 cm shell elements with softening behavior governed by
the phenomenological damage model (Section 3.2) were used on
each side of the stiffener, as shown in Fig. 16. The remaining ele-
ments employed a standard J2-type plasticity model which, ex-
pressed in terms of stress resultants, takes the form of the
Iliushin yield criterion [21]. Note that if the crack path were not
known a priori, the damage model could have been used for all ele-
ments in the plate – albeit at a greater computational cost.

The initial calibration of the damage model was performed
based on the uniaxial tensile tests performed by Alsos et al. [1,2],
as already discussed in Section 3.2. The forming limit diagram for
steel were used to determine the reduction of the fracture energy
in biaxial tension (comparing to uniaxial tension). A 5 cm gauge
length was assumed for regularization (Woelke and Abboud
[46]). In absence of any information about the properties of the
weld material, the weld properties were assumed to be the same
as the parent metal. After initial calibration, the finite element

model of the penetrated plate was exercised several times and
the results compared with the measured response. Only minor
recalibration of the model parameters was necessary to achieve a
close correlation between the measured and simulated responses.
The final calibrated engineering stress–strain curves for the phe-
nomenological damage model, along with the values of the model
parameters, are shown in Fig. 17.

The damage model stress–strain behavior shown in Fig. 17
was used in the finite element analysis, with the results match-
ing closely the measured response. Similarly to the initial cali-
bration process (Section 3.2), both uniaxial and biaxial tension
loading conditions were used to characterize the material behav-
ior. As expected, the stress–strain curve obtained for plane strain
tension has significantly reduced critical strain (comparing to
uniaxial tension). The deformation of the plate in a penetration
test indicates slightly larger ductility than indicated by the uni-
axial tensile data (Fig. 10) – possibly a result of material changes
from welding. The discrepancy could also come from the fact
that the gauge length used in the uniaxial test was unknown
(assumed 5 cm). Since the gauge length is the distance over
which the deformation is assumed homogenous, as discussed
by Woelke and Abboud [46], its variation leads to different
critical fracture strain.

Fig. 16. Finite element mesh for simulation of the stiffened plate with the phenomenological damage model – red line shows elements with softening behavior. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 17. Mild steel S235JR EN10025 uniaxial engineering tensile test data [1] and the corresponding final damage model calibration based on single element analyses;
uniaxial tension and plane strain tension.
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We note that, in the phenomenological damage model, the dif-
ferences between material behavior in uniaxial and multiaxial ten-
sion are captured without intervention. The calibration process
requires determining the values of the model parameters n, k1, k2,
and n0 from Eqs. (2)–(5) (characteristic for a given material), such
that multiaxial tensile behavior is well represented for all relevant
stress triaxiality levels (or biaxiality in the plane stress condition).
This is in contrast with the cohesive zone approach, where manual
recalibration had to be performed for all areas with significantly
different triaxiality.

The analysis results agree very well with both the experimental
data and the results of the cohesive zone model. Fig. 18 provides

two sequences of images showing evolution of the damage variable
and equivalent plastic strain contours during initial deformation,
crack initiation, and propagation. The crack initiation and propaga-
tion pattern, as well as the overall plate behavior is very similar to
the results obtained with the cohesive zone model and, more
importantly, the experimental observations.

As previously described, the damage elements were only used
along the weld line, which limits the extent of computed damage
variable to those elements. The contour plots show that the dam-
age growth rate is highest around the perimeter of the punch,
where the fracture initiates. Investigation of the equivalent plastic
strain shows, however, that the level of plastic strain is actually

Fig. 18. Damage variable and equivalent plastic strain contour plots with crack initiation and propagation – analysis of the stiffened plate with the phenomenological damage
model.

Fig. 19. Comparison of the measured force–displacement response with the results of the analyses conducted using both the cohesive zone and damage models.
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highest at the punch perimeter in the short-span direction. This is
caused by the fact that the closer support point provides additional
constraint and higher strain levels. The fracture initiating in the
weld was therefore most likely caused by the material inhomoge-
neity and residual stresses introduced by the welding process. An
un-welded, extruded stiffened or unstiffened plate would most
likely crack on the punch perimeter, along the direction perpendic-
ular to the stiffener (in the shortest direction to the support).

The calculated force vs. indenter displacement relationship
compares very well with the measured response (Fig. 19), includ-
ing the post-critical behavior, which validates the assumptions
and implementation of the phenomenological damage model.
The discrepancies between the curve slopes was, again, caused
by inaccuracies in approximating friction between the indenter
and the plate. This effect was also observed in the analysis con-
ducted using the cohesive zone approach, as well as the numerical
analysis conducted by Alsos et al. [2].

As in the cohesive zone analysis, the damage model simulation
shows the importance of stress triaxiality effects for fracture pre-
diction. The level of triaxiality varies significantly along the crack,
and this variation is strongly dependent on the boundary and ini-
tial conditions. Changes in the structural geometry (e.g. crack) will
lead to significant changes in the local triaxiality levels which, in
turn, strongly affects the ductility of the material.

4.2.3. Comparison of cohesive zone and damage models
Both of the analysis approaches have produced results that cor-

relate closely with the experimental observations. The comparison
of the experimental force–displacement relationship with the ones
calculated using both approaches is given in Fig. 19. The curves ob-
tained using the cohesive zone and phenomenological damage
models are practically indistinguishable and match very well the
experiment. The qualitative comparison discussed in the previous
sections also indicated that both approaches reproduce the exper-
imentally observed non-linear deformation and fracture patterns –
and are in close agreement with one another in this regard.

The key difference between the two fracture modeling ap-
proaches lies in their predictive capabilities. The traction–separa-
tion relationships governing the cohesive zones have been
calibrated specifically to the large-scale penetration tests, which
requires knowledge of the specimen behavior and fracture pattern.
In contrast, the damage model calibration was performed based on
coupon level tests, and then used for a large test analysis in a ‘pre-
dictive mode’ (minor recalibration was necessary to account for
material property variation in the HAZ). While the influence of
stress triaxiality is explicitly represented in the damage model,
the cohesive zone approach adopted here requires that the cohe-
sive elements be manually modified to account for this effect. In
the current forms of the two modeling approaches, the damage
model offers more flexibility and generality, making it more suit-
able for ductile fracture predictions. However, as already noted,
the cohesive zone modeling and calibration could be improved
by generating a family of triaxiality-dependent traction–separation
relations calibrated with coupon level experimental data. This
would make the cohesive zone approach more general, although
not on the same level as the damage model, which not only cap-
tures the effect of triaxiality on fracture but also plasticity, through
plasticity-damage coupling.

4.3. Unstiffened plate (US)

We investigate the unstiffened plate with no center-line weld in
this section, which exhibited a less predictable fracture pattern.
The deformed shape of the plate during testing is shown in Fig. 20.

Considering the geometry of the plate, two possible planes of
symmetry exist: along lines A and 1 – as shown in Fig. 20. The

intersection of these lines (A-1) is dominated by near equibiaxial
stretching, similarly to Zone 1 in Fig. 11. Similarly to the stiffened
plate tests, the deformation is restrained by friction in the zone of
contact with the indenter. As previously noted, friction was
approximated using a standard Coulomb friction model with a con-
stant coefficient of 0.3. There are two locations along the presumed
symmetry planes A and 1, where the plate loses contact with the
indenter: A-2 and B-1. The stress/strain states at these locations
are close to a plane strain condition. However, considering the
smaller distance to the boundary along line A, location A-2 is more
constrained than location B-1. The plane strain condition will
therefore dominate at location A-2. Consequently, the crack initi-
ated at this location (A-2) and followed the shape of the indenter,
resulting in the characteristic annular crack shape seen in Fig. 20.

Simulation of the annular fracture pattern using the cohesive
zone methodology would require either a general mesh with dis-
crete cohesive elements at every pair of nodes as described by
Xu and Needleman [52] or by assuming the crack path follows
the experimentally observed path. The former approach is compu-
tationally prohibitive for large-scale simulations, as previously dis-
cussed. The latter approach would require a finite element mesh
that is specific to the problem, and, in any case, is not a predictive
fracture approach. The unstiffened plate problem was therefore
analyzed using the damage model only, with a uniform mesh of
shell elements governed by the same constitutive model, explicitly
accounting for variation of the failure strain as a function of stress
triaxiality as previously detailed.

The damage model parameters were first calibrated to match
the uniaxial tensile response of the steel material used to manufac-
ture the large plate specimen. As in the case of the stiffened plate,
the forming limit diagram for steel was used to determine the
reduction of the fracture energy in biaxial tension. The results of
the uniaxial tensile test, along with the calibrated material model
obtained based on the analyses of the single shell element in uni-
axial and plane strain tension are given in Fig. 6.

The gauge length used during the uniaxial tension test was not
reported, so it was assumed to be 5 cm. The initial calibration fol-
lowed very closely the uniaxial tensile test results, as shown in
Fig. 6. Analysis of the penetration led to a minor recalibration of
the material parameters, which gave the uniaxial response given
by the dashed line to the right of the test result. We note that
the initial and final values of the model parameters are very close,
which indicates robustness of the approach.

A Cartesian rectangular grid with 1.5 cm elements was used.
Although the Cartesian mesh of relatively large elements is not
ideal for simulation of the annular fracture patterns, it was chosen
to demonstrate the mesh objectivity of the method and avoid

Fig. 20. Deformation and the fracture pattern of the unstiffened plate [1].
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meshing the component based on a known solution. A reliable
fracture prediction methodology for ships and other large-scale
structures requires that accurate results are obtained based on a
general finite element model used for multiple analyses with dif-
ferent loading conditions (i.e. the FE mesh should not be catered
to each particular solution or loading scenario).

The deformed shape and the fracture pattern obtained through
analysis using the Cartesian grid of shell elements with the phe-
nomenological damage model and the experimentally observed
fracture pattern are shown in Fig. 21.

The peak penetration resistance of the plate was correctly
approximated (Fig. 25), indicating that fracture initiation was

correctly represented. As expected, the elements used in the anal-
yses are too large to accurately represent the crack propagation
pattern following the shape of the indenter. However, the annular
damage and equivalent plastic strain patterns were correctly real-
ized by the analysis, as shown in Fig. 22.

Equally importantly, the calculated global indenter force–dis-
placement relationship closely matches the measured response,
including the post-peak behavior, as shown in Fig. 25.

While the global response of the plate is accurately approxi-
mated by the damage model with Cartesian mesh, the overall frac-
ture pattern differs from the observed pattern. To improve the
quality of the results, we also considered a circular mesh that

Fig. 21. Deformed shape and fracture pattern of the unstiffened steel plate obtained through: (a) rectangular mesh analysis and (b) experiment [1].

Fig. 22. (a) Damage and (b) equivalent plastic strain contours plotted on the deformed shape of the unstiffened plate subjected to penetration – rectangular mesh with
straight crack line.

Fig. 23. (a) Damage and (b) equivalent plastic strain contours plotted on the deformed shape of the unstiffened plate subjected to penetration – circular mesh following the
indenter shape.
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follows the shape of the indenter. This mesh allows the crack to
propagate following the annular damage contours - effectively cap-
turing the experimentally observed fracture path as shown in
Figs. 23 and 24.

The experimental indenter force–displacement relationship is
also accurately reproduced with the circular mesh. The analyses re-
sults obtained from both the rectangular and the circular mesh are
cross-plotted against the experimentally measured force–displace-
ment curve in Fig. 25. There is little difference between the results
using the two different meshes except in the post-peak behavior,
which is indicative of the level of mesh objectivity using the phe-
nomenological damage model. Only a minor recalibration of the
model parameters was conducted when converting from the rect-
angular to the circular mesh. The critical damage level at fracture
was increased from ncrit = 0.22 in the case of the rectangular mesh
to ncrit = 0.40 in the case of the circular mesh (all the other param-
eters remained unchanged). We note that damage grows exponen-
tially in the phase of deformation directly preceding fracture,
which means that the increase of critical damage level from
ncrit = 0.22 to ncrit = 0.40 corresponds to relatively small increase
of strain at fracture – from ef = 0.37 to ef = 0.41.

While a full mesh convergence study was not performed for the
current problem (based on multiple sizes of the elements), such
study was performed based on the mode I tearing of an aluminum
plate tested by Simonsen and Tornqvist [38]. The details of this
study are discussed in a separate paper, currently under prepara-

tion. Based on the analysis discussed here, significant mesh depen-
dency of the solution was not observed.

The results for the unstiffened plate analysis show, once again,
the importance of the multiaxial stress and strain states for frac-
ture initiation and propagation. The results also clearly indicate
that the fracture simulation methodology based on the phenome-
nological damage model can successfully predict arbitrary fracture
patterns, both qualitatively and quantitatively. We emphasize that
all simulations presented here were performed with relatively
large structural shell elements (4–10 times the plate thickness
t = 0.5 cm), which is of high significance for ships and other
large-scale structural applications.

5. Summary and discussion

Two alternative simulation approaches for fracture analysis
under multi-axial loading conditions have been discussed in this
paper: cohesive zone and phenomenological damage models
[46]. Both methodologies were carefully investigated based on
idealized ship grounding experiments. The experiments involved
large penetration of stiffened and unstiffened steel plates caus-
ing ductile fracture, dominated by biaxial stretching. Both of the
analysis approaches produced results that correlate very closely
with the experimental observations. The fracture initiation, gen-
eral patterns (except the Cartesian mesh solution for the

Fig. 24. Deformed shape and fracture pattern of the unstiffened steel plate obtained through: (a) circular mesh analysis and (b) experiment [1].

Fig. 25. Global force–displacement relationship obtained through analyses with rectangular and circular mesh vs. measured response – unstiffened plate.
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unstiffened plate) and global force–displacement responses ob-
tained from the analyses closely matched the experimental
observations.

The fundamental concepts of the two investigated approaches
differ significantly from the point of view of theoretical consider-
ations and finite element implementation. The traction–separa-
tion relationship (or cohesive law), which represents the
complicated plate deformation behavior at the crack tip after
the onset of necking, governs the cohesive zone model. Discrete
finite elements are used to allow crack opening along the prede-
fined crack paths. While the need for a presumption of the crack
path limits significantly the generality of the method, it also
makes it very simple and efficient. This is of particular value
for analysis of weld fractures, especially in aluminum with
undermatched welds.

The form of the cohesive zone used here requires ‘manual’ cal-
ibration of the cohesive energy to reproduce the experimentally
observed behavior associated with different level of stress biaxial-
ity. This approach can provide extremely valuable insight, since it
allows accurate determination of the cohesive energy (which is re-
lated to effective tearing toughness) depending on the multiaxial
stress and strain state. However, this approach is not adequate
for predictive analyses, unless the intrinsic dependence on the
stress state and level of constraint is introduced into the cohesive
traction–separation law. A triaxiality-dependent cohesive zone
methodology has recently been developed by Anvari et al. [3]. This
approach has the potential for significantly improving the predic-
tive capability of the cohesive zone model, and is currently being
investigated.

The phenomenological damage model, on the other hand, is cal-
ibrated based on coupon level uniaxial and biaxial tensile tests (or
uniaxial test and analytical solutions based on the forming limit for
biaxial tension). The calibration process is therefore specific to
material only, and not the considered problem, assuming plate-like
tearing failures. This makes the damage model significantly more
general and adequate for predictive analyses. In addition, the dam-
age model is typically used with a uniform mesh (with all elements
being governed by the same constitutive equations), which does
not require knowledge of the crack initiation location or its path.
The generality of the damage model comes at a price of slightly re-
duced computational efficiency.

Despite the substantial differences in the fundamental concepts
underlying the two approaches, the agreement between the results
obtained is remarkably close. Both models effectively reproduce
the experimentally observed behavior.

Another key observation that can be made based on the plate
penetration problems, is the importance of both stress and strain
distribution along the crack path. Recent renewal of the interest
in ductile fracture mechanics has led to a better understanding of
the influence of both stress triaxiality and a second measure of
the stress state, the Lode parameter, on ductility. The sheet forming
limits as well as biaxial tensile data for sheets (Section 2)
developed for the automotive industry clearly indicate that the
plane-strain condition is more critical than equibiaxial or uniaxial
tension. This is also clearly visible in the idealized ship grounding
experiments investigated here. The important point to note is that
the equibiaxial tension is associated with higher level of stress
triaxiality (2/3 before crack opening) than plane-strain ð1=

ffiffiffi
3
p
Þ:

The strain to failure in thin sheets is, however, lower in plane-
strain condition. The investigations conducted here indicate that
the effects of the Lode parameter, and possibly straining parallel
and perpendicular to the crack, deserve as much attention as the
effect of stress triaxiality. The influence of Lode parameter was in-
cluded in the Gurson model modified by Nahshon and Hutchinson
[31]. Bai and Wierzbicki [6] also accounted for the Lode angle
effects in their extension of the Mohr–Coulomb model. The effects

of strain distribution on fracture energy were investigated by
Tvergaard and Hutchinson in 1996 [42]. These effects are also cur-
rently under investigation by the authors.
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