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Introduction: In both unisensory and multisensory tasks, human observers have repeatedly been shown to
be optimal or near-optimal in their integration of multiple cues (Ernst & Banks, 2002; Körding et al., 2007).
Most of the research on cue integration has assumed that the noise in each cue follows a normal distribution,
and thus that (a) the variance of the noise is a perfect indicator of the reliability of the cue, and (b) optimal
integration is therefore achieved via a linear combination of the cues. However, little is known about how
humans might integrate other noise distributions, e.g., those that may not be symmetric or unimodal, or which
may require nonlinear cue combination. Here we ask if human observers are able to learn both lower-order
and higher-order statistics (e.g., skewness) of non-normal distributions, and whether and how the acquired
statistical features of such distributions affect cue integration.

Methods: In order to test human observers’ capacity for learning and integrating a non-normal distribution,
we had 25 observers engage in a “rifle-testing game” (Fig. 1A&B). There were two distinct “rifles”, each with a
different “shooting pattern”: one rifle’s “shots” were generated according to a normal distribution (mean: 0,
std:  0.075  normalized  screen  units);  those  for  the  other  rifle  were  generated  according  to  a  shifted
exponential distribution (mean: 0, std: 0.05 screen units; fig. 1C). In the “distribution learning” phase of the
task, observers witnessed the landing position of 20 shots fired at a visible target, and subsequently were
asked to reproduce the “firing pattern” using only 10 shots (Fig. 1A). This was repeated for each gun four
times. The learning phase was followed by a “cue integration” phase (~200 trials), in which observers were
shown the landing position of two shots, one from each rifle, towards the same non-visible target (whose
location changed randomly on every trial). Participants were asked to indicate the most likely position of the
target at which the two shots had been fired (Fig. 1B). In order to test changes in the internal representation
of  the  distributions,  observers  were  asked  to  generate  again  the  firing  patterns  of  each  of  the  guns
intermittently during the integration phase. This whole sequence (distribution learning and cue integration)
was repeated in two consecutive sessions.

Results: Observers performed well  in the “distribution learning” part  of  the task (Fig. 2A). On average,
participants’ reproduced firing patterns quantitatively matched lower-order statistics (mean and variance) of
the true distributions; moreover, skewness of the patterns was correctly near-zero for the Gaussian rifle and
significantly positive for the exponential rifle (mean reproduced skewness: 0.6 ± 0.1; true skewness: 2.0),
showing a qualitative learning of higher-order statistics as well. However, in the “cue integration” task, almost
all subjects integrated the cues linearly, notwithstanding the nonlinearity of the optimal solution (Fig. 2B&C). A
DIC model comparison between several Bayesian observer models with different internal representations of
the rifle distributions confirmed that observers were most likely approximating both distributions as Gaussians
(Fig.  2C).  Interestingly,  the linear  weights assigned to the cues by the observers were optimal  for  the
Gaussian approximation.

Discussion: In  the  “distribution  learning”  task,  observers  clearly  detected  and  reproduced  a  skewed
distribution for the exponential rifle’s shots. However, in the main experiment only 4 out of 25 observers took
into account the asymmetry of the exponential distribution when performing cue integration. Our results
suggest that statistical features of the distributions and weights adopted in cue integration have independent
internal representations. Whether and how it  is  possible to consistently elicit  transfer between statistical
learning  of  (non-Gaussian)  distributions  and  subsequent  (non-linear)  integration  involving  the  same
distributions remains an exciting question, open to investigation.
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